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Supplementary Figure 1: Clinical trials training samples token distribution. Histogram illustrating the
distribution of tokens among the trial samples in the training set. Each bar in the histogram represents the
number of samples (y-axis) corresponding to different token lengths (x-axis). The red bar identifies an
outlier sample.



Supplementary Figure 2: Few-shot Prompt template for synthetic data generation. This template,
used with GPT-4, generates synthetic training samples that consist of clinical trial text input and extracted
genomic biomarkers in JSON output. The template accepts four example trials, with placeholders ({trial1},
{trial2}, etc.) representing actual clinical trial inputs and the expected JSON output. The model is tasked
with generating two synthetic trial samples that match the style of the examples provided, including
genomic biomarkers in the relevant sections.



Supplementary Figure 3: Zero-shot prompt template for genomic biomarker extraction using
OpenAI models. This template, used with GPT-3.5-Turbo and GPT-4, extracts genomic biomarkers from
clinical trial text. It categorizes biomarkers into "inclusion_biomarker" and "exclusion_biomarker" in a
structured JSON format, preserving logical connections (AND, OR). The prompt standardizes biomarker
formats and excludes irrelevant data, ensuring a clean, organized output.



Supplementary Figure 4: Zero-shot prompt template for biomarker prediction with
Hermes-2-pro-Mistral-7B. This template extracts genomic biomarkers from clinical trial text, focusing on
gene alterations, protein expression, and related categories. The biomarkers are organized into
"inclusion_biomarker" and "exclusion_biomarker" in a structured JSON format, preserving logical
connections between them. Non-genomic information is excluded to ensure accuracy and consistency in
the extracted data.



Supplementary Figure 5: One-shot Prompt Templates for biomarker prediction. This one-shot
prompt template is used with the GPT-3.5-Turbo model. It extends the zero-shot prompt by including a
placeholder {example} where an example of the input and the expected JSON output should be
provided, guiding the model's predictions.



Supplementary Figure 6:Two-shot prompt template for biomarker prediction. This two-shot prompt
template is used with GPT-3.5-Turbo models.t builds on the one-shot prompt by including placeholders
{example} and {example2}, where the first and second examples of input and the expected JSON
outputs should be provided.



Supplementary Figure 7: First example for few-shot prompts. Clinical trial input and JSON output

example used in the one-shot and two-shot prompts for the GPT-3.5-Turbo model. This example is placed

where the {example} placeholder goes to guide the model in predicting biomarkers.



Supplementary Figure 8: Second Example for Two-Shot Prompts. Clinical trial input and JSON output
example used in the two-shot prompt for the GPT-3.5-Turbo model. This example is placed where the
{example2} placeholder goes.



Supplementary Figure 9: First prompt in the chain of genomic biomarker extraction. This prompt
template is the first step in the chain of prompts (CoP) used with GPT-3.5-Turbo and GPT-4 models. It
focuses on extracting genomic biomarkers from clinical trial text and categorizing them into inclusion and
exclusion biomarkers while preserving the logical connections (AND/OR) between them.



Supplementary Figure 10: Second prompt in the chain of genomic biomarker extraction. This
prompt template is the second step in the chain of prompts (CoP) used with GPT models. It focuses on
post-processing the biomarkers extracted by the first prompt, rephrasing and structuring them into a
standardized JSON format, and ensuring logical connections (AND/OR) are maintained.



Supplementary Table 1: Hermes-2-Pro-Mistral-7B Fine-tuning Hyperparameters. Summary table of
the hyperparameters used during fine-tuning with DPO and QLoRA for the Hermes-2-Pro-Mistral-7B
model. This table outlines the key parameters, including learning rate, batch size, maximum steps, and
LORA-specific values for optimizing model performance.

Legends for Supplementary Data 1. Comparative Examples of Language Model
Predictions
Supplementary Data 1a. Comparative examples demonstrating the performance of
GPT-3.5-Turbo using zero-shot prompting (0S) and prompt chaining (2CoP) approaches.

Supplementary Data 1b. Comparative examples illustrating the performance of GPT-3.5-Turbo
using zero-shot prompting (0S), one-shot prompting (1S), and two-shot prompting (2S)
techniques.

Supplementary Data 1c. Comparative examples showcasing the performance of the
Hermes-2-Pro-Mistral-7B model using zero-shot prompting (0S), the fine-tuned
Hermes-2-Pro-Mistral-7B_DPO-92 model, and the fine-tuned
Hermes-2-Pro-Mistral-7B_DPO-156 model.

Supplementary Data 1d. Comparative examples evaluating the performance of GPT-4 using
zero-shot prompting (0S) and prompt chaining (2CoP) approaches.

Hyperparameter Value

Learning rate 5e-5
Batch size 8
Maximum Steps 200
Beta factor (DPO loss) 0.1
LORA Rank 2
LORA Scaling Factor (𝜶) 4
LORA Dropout 0.05
LORA Target Module q, v, k, o, gate, up,

down



Supplementary Note 1

Evaluation example without DNF

Predicted = {

‘inclusion_biomarkers’: [[‘A’], [‘B’], [‘C’]],

exclusion_biomarkers’: [[‘D’]]

}

Actual = {

‘inclusion_biomarkers’: [[‘A’], [‘B’,‘C’]],

‘exclusion_biomarkers’: []

}

To compare the elements irrespective of their relative placement in the lists, we flatten

the lists and convert them into sets for each of the entities in the JSON,

inclusion_biomarkers and exclusion_biomarkers.

- inclusion_biomarkers:

,𝑆𝑝𝑟𝑒𝑑 =  {𝐴, 𝐵, 𝐶} 𝑆𝑎𝑐𝑡𝑢𝑎𝑙 =  {𝐴, 𝐵, 𝐶}

𝑇𝑃 =  | {𝐴, 𝐵, 𝐶} | = 3

𝐹𝑃 =  | { } | = 0

𝐹𝑁 =  | { } | = 0

- exclusion_biomarkers:

,𝑆𝑝𝑟𝑒𝑑 =  {𝐾} 𝑆𝑎𝑐𝑡𝑢𝑎𝑙 =  {}

𝑇𝑃 =  | { } | = 0

𝐹𝑃 =  | {𝐾} | = 1

𝐹𝑁 =  | { } | = 0



Supplementary Note 2

Evaluation example with DNF

Predicted = {

‘inclusion_biomarkers’: [[‘A’], [‘B’], [‘C’]],

exclusion_biomarkers’: [[‘D’]]

}

Actual = {

‘inclusion_biomarkers’: [[‘A’], [‘B’,‘C’]],

‘exclusion_biomarkers’: []

}

To compare the elements while considering their relative placement in the lists, we

simply convert them into sets without any further steps.

- inclusion_biomarkers:

,𝑆𝑝𝑟𝑒𝑑 =  {[𝐴], [𝐵], [𝐶]} 𝑆𝑎𝑐𝑡𝑢𝑎𝑙 =  {[𝐴], [𝐵, 𝐶]}

𝑇𝑃 =  | {[𝐴]} | = 1

𝐹𝑃 =  | {[𝐵], [𝐶]} | = 2

𝐹𝑁 =  | {[𝐵, 𝐶]} | = 1

- exclusion_biomarkers:

,𝑆𝑝𝑟𝑒𝑑 =  {[𝐾]} 𝑆𝑎𝑐𝑡𝑢𝑎𝑙 =  {}

𝑇𝑃 =  | { } | =  0

𝐹𝑃 =  | {𝐾} | = 1

𝐹𝑁 =  | { } | = 0




