Predictive value of DNA methylation patterns in AML patients treated with an azacytidine containing induction regimen.
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Supplement
Methods
Genome-wide DNA methylation screening by methyl-CpG immunoprecipitation (MCIp)-seq

Sonicated DNA was enriched with 90 μg of purified methyl-CpG-binding domain-Fc protein coupled to 60 μl protein A-coated magnetic beads. Enrichment resulted in increased mean fragment size of about 40 bp. Subsequently, DNA was eluted by incubation with increasing salt concentrations (fraction A, 300 mM; B, 400 mM; D, 550 mM; F, 1000 mM). Non-methylated alleles elute at low-salt while methylated alleles elute at high-salt concentration. Desalted eluates were controlled for enrichment of methylated DNA by real-time PCR via quantification of abundance of the housekeeping gene GAPDH and a selected ribosomal RNA gene promoter with variable expression [1].
Highly enriched (methylated) fragments were sequenced on the Illumina HiSeq™ 2000 platform as described earlier [2]. Read length was 50 bp single-end. For methylome characterization, a total sequencing depth of 20 million reads per flow cell were determined to achieve sufficient coverage.

Conditional Quantile Normalization

As the MCIp assay preferentially enriches CpG dense regions, thereby decreasing the detection probability of regions with lower GC content but higher methylation levels, normalization modelling with CQN (conditional quantile normalization) was tested and showed no impact on the generated results (Supplemental Figure 4). Conditional quantile normalization, as introduced by Hansen et al., is an algorithm which unifies a regression model and moreover offers the advantage of dealing with systematic bias such as GC content [3]. CQN exerts power in dealing and eliminating fold change and GC content dependence in sequencing data therefore allowing to reduce variability and bias when working with data generated from sequencing.

Bioinformatic processing of raw data and the genome binning approach

Raw sequencing data was obtained in fastq file format. Quality assessment of data was performed with FastQC [4]. Saturation coefficients of sequenced samples were established as primary quality parameter to address the coverage profile. Mapping of raw data was performed using the Burrows-Wheeler Transformation [5] [6]. Raw read alignment was based on the February 2009 assembly of the human genome (hg19, GRCh 37 Genome Reference Consortium Human Reference 37 (GCA_000001405.1)). Generated reads were sorted, barcodes, duplicates and bad quality reads were removed. For downstream analyses, alignment data was transformed into BED file format. Assignment of read counts was performed with the open-source HOMER software for motif discovery and next-generation sequencing analysis [7]. Further downstream processing and spreadsheet analysis was performed using the R language environment for statistical computing [8]. All R scripts are available on demand.
Based on the February 2009 assembly of the human genome, DMRs were identified based on a genome binning approach. To evaluate the effect of both regions and single CpGs on the prediction of therapy response on a whole genome level, the human genome was grouped into 6,191,368 fractions of 500 bp length and subsequently read counts of corresponding bins were calculated and normalized with the HOMER software. Uninformative regions were filtered and bins with no reads across all or across all but one sample were discarded. For remaining regions, differential methylation was tested for with the edgeR package at a false discovery rate of 5% [9] [10]. Top lists of DMRs were generated for STD and EXP-arms respectively and ranked according to effect size and p-values. Overlaps between both lists were excluded to exclude potential non-HMA related effects on methylation. 40 top hits were chosen for further work up.

Statistical analysis

Based on the February 2009 assembly of the human genome, DMRs were identified based on a genome binning approach.
EdgeR-based assessment of differential methylation was based on nonparametric, double-sided Wilcoxon rank-sum testing, as described earlier. [11] The method is based on the negative binomial distribution. It is designed for the analysis of read counts from various gene expression experiments which are primarily based on RNA-Seq technologies and allows for a sharp separation between technical and biological variation. False discovery rate (FDR) was determined according to the method of Benjamini-Hochberg [12]. DMRs with a p-value ≥ 0,05 were excluded.
Technical validation of target regions identified via MCIp-Seq was based on quantitative methylation assessment via HumanMethylation450k Bead Chip as described above. Multiple criteria for sufficient validation, all to be met for individual DMRs, were chosen. A strong and distinct correlation between 450k beta-values of CpG probes and reads per kilobase per million mapped reads (RPKM) within corresponding bins, assessed on a computed log2 scale, calculated p-values for differences in beta regression levels between responding and non-responding samples, required to be below 0.2 based on the small number of sample size and lack of sample size estimation, and congruency of methylation changes between responding and non-responding patients both in MCIp-Seq- and 450k-generated data were set as requirement.
Due to a highly dimensional input space, for generation of a predictive gene set, penalized regression was used in order to calculate a misclassification error in dependence of an elastic net penalty term [13].
Based on the assumption that a small number of features accounts for a particular effect, standard linear regression was amended by penalty parameters thus allowing for a low signal-to-noise ratio and reduction of over-fitting for generating a sparse model. This results in a maximum likelihood estimate.
[bookmark: _GoBack]Logit transformation was computed to modify HumanMethylation450 Bead Chip data prior to penalized logistic regression analysis. Outputted Beta-values are characterized by heteroscedasticity, especially in the context of CpG sites with extreme methylation values and expected high levels of variance throughout the dataset. Logit transformation allows for attachment of equal variance to all proportions. A logit L is defined as the logarithm of odds, i.e. a probability p divided by its complementary probability 1-p. As a result, the dependent variable is not limited to an interval between 0 and 1 but can instead take any value between positive and negative infinite values thus allowing for an approximation towards normal distribution.
For detection of optimal penalty parameters, cross-validation was utilized. Cross-validation involves a multi-level approach with a training and a previously unknown test set. Generally exhaustive and non-exhaustive approaches can be distinguished and several distinct approaches such as simple cross-validation, stratified cross-validation or leave-one-out-cross-validation can be applied. The process involves splitting the known dataset into at least two fractions, one for feature extraction and one for subsequent model testing. For this study, leave-one-out-cross-validation, as special case of leave-p-out-cross validation, was applied. An iterated procedure of splitting the dataset for feature extraction and assessment of model validity was performed by choosing p observations and assessing predictive validity in the remaining observations until all possible splits for a given dataset are assessed.  
For classifier refinement, a penalized likelihood regression model was utilized: A lasso model was generated to induce sparse solutions with a small number of variables.
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