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Abstract

Motivation: Single-cell RNA sequencing determines RNA copy numbers per cell for a given gene. However, technical noise poses the question how observed distributions (output) are connected to their cellular distributions (input).

Results: We model a single-cell RNA sequencing setup consisting of PCR amplification and sequencing, and derive probability distribution functions for the output distribution given an input distribution. We provide copy number distributions arising from single transcripts during PCR amplification with exact expressions for mean and variance. We prove that the coefficient of variation of the output of sequencing is always larger than that of the input distribution. Experimental data reveals the variance and mean of the input distribution to obey characteristic relations, which we specifically determine for a HeLa data set. We can calculate as many moments of the input distribution as are known of the output distribution (up to all). This, in principle, completely determines the input from the output distribution.

Contact: martin.falcke@mdc-berlin.de

Supplementary information: Supplementary data are available at Bioinformatics online.

1 Introduction

When exploring cell populations, one might expect that cells of the same type and under the same environmental conditions should have the exact same gene expression profile. However, single-cell data has revealed that gene expression even among clonal cells is heterogeneous. This is called biological noise or cell-to-cell variability. While causes for this effect have been discussed extensively (Elowitz et al., 2002; Roberfroid et al., 2016; Sun and Zhang, 2020), the consequences or intent of it are more obscure (Roberfroid et al., 2016; Osorio et al., 2019; Mendenhall et al., 2021).

Nevertheless, it appears frequently in data sets such that quantification becomes more and more important.

Due to cell-to-cell variability (Tsimring, 2014), we face distributions of individual mRNA species across a cell population instead of a single abundance value for all of them. That true distribution of the abundance of a specific gene is the input distribution to single-cell RNA sequencing (scRNA-seq). The scRNA-seq experiment will then introduce significant technical noise (Tung et al., 2017; Hicks et al., 2018) and produce an observed or output distribution. The technical and biological noise are convoluted in the output distribution. We have to remove the technical noise from the data in order to estimate cell-to-cell variability. Many data-driven approaches have been established to deal with various aspects of technical noise. Among others, normalization (Butler et al., 2018; Lun et al., 2016; Bacuet et al., 2017; Hafemeister and Satija, 2019; Breda et al., 2021), batch correction (Butler et al., 2018; Haghverdi et al., 2018; Tran et al., 2020) and data imputation (van Dek et al., 2018; Huang et al., 2018; Li and Li, 2018; Hou et al., 2020) are now often part of scRNA-seq data analysis in an attempt to remove technical noise.

In contrast to such a data-driven approach, we model a simplified version of a scRNA-seq experiment and propose probability distributions for the data at each step. This results in an analytical formula for the output distribution for a given input distribution. Analyzing this analytical expression reveals the moments of the input distribution, which is a first step towards quantifying cell-to-cell variability.

We simplify scRNA-seq experiments to the following essential steps:

1. Starting point is a cell population of $n$ cells each containing $m$ genes.
2. The mRNA is extracted and tagged with a cell barcode and a unique molecular identifier (UMI) sequence.
3. The mRNA material is amplified with \( l \) cycles of PCR.
4. The mRNA library is sequenced and reads containing the same UMI are collapsed.

2 The PCR distribution

Since each individual transcript is tagged by a cell barcode and a UMI, it can be uniquely identified amongst all other transcripts. The likelihood to produce the same cell barcode or UMI twice is small enough to justify ignoring these occurrences in our setting.

PCR is a method to amplify DNA material. At each cycle, every molecule has a chance \( p \) to be copied once. \( p \) is called the PCR efficiency. In an ideal scenario, \( p = 1 \). In reality, efficiency values vary greatly and the importance of having perfect efficiency depends entirely on the research question. Typical estimates put PCR efficiency between 0.9 and 1 (Svec et al., 2015). While the PCR efficiency can be different from cycle to cycle (Booth et al., 2010), we simplify our estimates and assume that the PCR efficiency \( p \) is constant across all cycles. We also note that we model only what is called the exponential phase where reactants are freely available.

We now want to know how many PCR copies each unique initial molecule produces after \( l \) cycles. The sequence of PCR cycles can be perceived as a branching process in terms of the theory of stochastic processes (Harris, 1964; Weiss and von Haeseler, 1995; Pecce and Jacob, 1996; Stolovitzky and Cecchi, 1996). Let \( X_i \) be the random variable describing the number of copies after \( l \) cycles with \( X_0 = 1 \). The increase of copy numbers from \( X_{i-1} \) to \( X_i \) during cycle \( l \) follows a binomial distribution since each existing copy has chance \( p \) to be copied again. This means \( (X_i - X_{i-1}|X_{i-1} = n) \sim \text{Binom}(n, p) \). Therefore, we can recursively derive an analytical formula for the probability distribution function (pdf) \( F[X_i = k] \) to obtain \( k \) copies after \( l \) cycles. This yields

\[
P[X_i = k] = \sum_{i_1 + i_2 + \cdots + i_{l-1} = k} \frac{(p^{i_1} (1-p)^{i_1-i_2}) \cdot \frac{p^{i_2} (1-p)^{i_2-i_3}}{i_2} \cdot \cdots \cdot \frac{p^{i_{l-1}} (1-p)^{2^{l-1}-1}}{i_{l-1}}}{(i_1 - i_2)!} \cdot \frac{1}{i_2} \cdot \frac{1}{i_3} \cdot \cdots \cdot \frac{1}{i_{l-1}} \cdot (1-p)^{2^{l-1}-1-i_1-i_2-\cdots-i_{l-1}}.
\]

where
- the indices \( i_m \) for \( m \in \{ 1, \ldots, l-1 \} \) represent the number of copies after \( m \) cycles.

![Fig. 1: The pdf of the PCR distribution matches Monte Carlo simulations. For each plot, \( 10^6 \) Monte Carlo simulations (blue) were performed to calculate the number of copies produced after (A) \( l = 8 \), (B) \( l = 16 \) cycles at PCR efficiency (A) \( p = 0.8 \), (B) \( p = 0.95 \), (C) \( p = 0.9 \), (D) \( p = 0.95 \). Additionally, the corresponding analytical pdf from Eq. (1) is plotted in black.](image1)

We hypothesise that the formula in Eq. (1) cannot be much simplified due to the multiplication of binomial coefficients. The same result can be obtained by formulating the problem as a Markov chain with an appropriate transition probability matrix (see Methods A.5). In Figure 1, we have run Monte Carlo simulations to generate draws from the PCR distribution. Comparing this simulation data to the corresponding pdf given by Eq. (1) yields very close agreement. However due to the nested sums, the pdf is very cumbersome to work with. We will therefore rather utilize the moments the PCR distribution generates.

Despite the rather complicated form of the pdf in Eq. (1), the expectation and variance can be written in much simpler terms:

\[
E[X_i] = (1 + p)^l, \quad \text{(2)}
\]
\[
\text{Var}(X_i) = \frac{1 - p}{1 + p} \cdot E[X_i] \cdot (E[X_i] - 1). \quad \text{(3)}
\]

When the PCR efficiency \( p \) approaches 1, Eq. (2) equals a doubling of the copy numbers at each cycle. However since it is common practice to use large cycle numbers \( l > 15 \), small deviations of the PCR efficiency \( p \) get amplified quickly and result in noticeable deviations of the mean value from \( 2^l \). The formula for the expectation has been used for many decades to approximate the PCR efficiency in amplification experiments (Saiki et al., 1985; Li et al., 1988; Koehavong and Thilly, 1989). Eqs. (2), (3) are also given in Weiss and von Haeseler, 1995 (with a typo in the expression for the variance). We provide the derivation of Eqs. (2), (3) in Methods A.2.

With the expectation and variance in hand, we can furthermore derive an equation for the coefficient of variation (CV) given by the ratio of the standard deviation to the expectation. The CV is an excellent measure for
amplification, all the PCR copies of all transcripts are sequenced together.

The number of reads). Then each individual PCR copy has a chance to be considered to have a fixed CV that only depends on the PCR efficiency. Performing more PCR cycles does not spoil the data by rising variability, but neither improves precision.

By setting a specific convergence threshold (see Methods A.3), we interestingly find that the difference between nearly perfect PCR efficiency (p = 0.99) and a PCR efficiency of 0.8 is only one cycle, with 7 or 8 cycles required to reach convergence (Figure S2). This implies that experiments with more than 8 cycles of PCR amplification can generally be considered to have a fixed CV that only depends on the PCR efficiency.

3 Sequencing Probabilities

Let K denote the number of original mRNAs in the cell population. Each transcript k ∈ {1, . . . , K} produces jk copies during PCR where each jk is a realization drawn from the PCR distribution Xk. After PCR amplification, the total number of reads is sequenced together. Let R be the number of total PCR copies that is actually sequenced (i.e. the number of reads). Then each individual PCR copy has a chance to be sequenced where µ is approximated by

\[ \mu = \frac{R}{\sum_{i=1}^{K} j_k} \approx \frac{R}{E[X_k]} \]  

Eq (6) can be perceived as an estimate for \( \mu \) on the basis of the outcome of a specific experiment. For one particular original transcript k, the number of PCR copies actually sequenced out of the jk copies produced is denoted by the random variable Yjk. It follows a Poisson distribution as we are continuously drawing items from a large pool (on average E[Xk] copies for each of the k molecules) with an extremely low probability. Such a binomial distribution with large repetition and small probability per trial converges to the Poisson distribution. The corresponding Poisson parameter λk is given by \( \lambda_k = j_k \cdot \mu \).

In the setup described, we will observe an individual original molecule if at least one of its PCR copies is sequenced, meaning Yjk > 0. We call the probability to observe an original molecule \( p_s \). Then, we can show (see Methods A.6) that

\[ p_s = \sum_{j=1}^{j_k} P[X_j = j_k] \cdot P[Y_{jk} > 0] \]

Utilizing our formulas for the moments of the PCR distribution (Eqns. (2), (3)), we can express \( p_s \) in terms of the parameters of the experimental setup being the PCR efficiency \( \mu \), the number of PCR cycles l and the probability to sequence a PCR copy \( \mu \)

\[ p_s \approx 1 - \left( 1 + \frac{1}{l} E[X_k] \right)^{-1} \]

With the estimate from Eq (6) for \( \mu \), we can additionally display \( p_s \) to be:

\[ p_s = \frac{R}{\sum_{i=1}^{K} j_k} \approx 1 - \left( 1 + \frac{R}{E[X_k]} \right)^{-1} \]

The variable R represents the total number of observed reads during sequencing (# reads). K is the total number of original transcripts in the cell population which is roughly given by (# cells) (# transcripts per cell). We also stated that Yjk signifies the number of PCR copies actually sequenced for a specific transcript k ∈ {1, . . . , K}. Then, we can conclude

\[ \# \text{reads} = R = \sum_{k=1}^{K} Y_{jk} \].

The number of reads R is then correlated to the number of PCR cycles l through the variables Yjk.

In order to obtain a simpler approximation for \( p_s \), we neglect the term \( \frac{R^2}{E[X_k]} \) in Eq (9) (second order term, compare Methods A.6.1 and A.7). This simplifies the formula for \( p_s \) and we conclude

\[ \mu = 1 - e^{-\frac{R}{E[X_k]}} \]

Eq (11) provides a clear guideline on how to estimate \( p_s \) from experimental data. With these considerations, we can also call \( p_s \) the sequencing depth of the data set.

4 Distribution of Observed Counts

So far, we have only considered what happens to one particular transcript of one specific gene that is originally present in one cell. We now investigate the distribution of the total number of transcripts for one particular gene G1 across multiple cells. Let X1 denote the input distribution of the number of transcripts of G1 found across a cell population and Xs be the corresponding output distribution, which represents the observed counts of G1 across the cell population after the sequencing experiment.

We now aim to relate the pdf of Xs to the pdf of X1. In the previous section, we have derived the probability \( p_s \) to sequence one particular transcript. We can utilize this result by considering the following: If in one particular cell there are i initial transcripts present of gene G1 and we observe k of them after the scRNA-seq experiment, it implies that we sequenced k transcripts and failed to sequence i − k transcripts. The number of possibilities to choose k out of these i transcripts is given by the binomial coefficient \( \binom{i}{k} \). This leads to a binomial distribution with success probability \( p_s \) if the number of initial transcripts was known. Since this number is in fact not known, we need to sum over all probabilities for having i initial transcripts.

These considerations lead us to

\[ P(X_s = k) = \sum_{i=k}^{\infty} \binom{i}{k} \cdot P(\text{sequence} \, k \, \text{out of} \, i \, \text{transcripts}) \]

Utilizing our formulas for the moments of the PCR distribution (Eqns. (2), (3)), we can express \( p_s \) in terms of the parameters of the experimental setup being the PCR efficiency \( \mu \), the number of PCR cycles l and the probability to sequence a PCR copy \( \mu \)

\[ p_s = \frac{R}{\sum_{i=1}^{K} j_k} \approx 1 - \left( 1 + \frac{R}{E[X_k]} \right)^{-1} \]

With the estimate from Eq (6) for \( \mu \), we can additionally display \( p_s \) to be:

\[ p_s = \frac{R}{\sum_{i=1}^{K} j_k} \approx 1 - \left( 1 + \frac{R}{E[X_k]} \right)^{-1} \]

The variable R represents the total number of observed reads during sequencing (# reads). K is the total number of original transcripts in the cell population which is roughly given by (# cells) (# transcripts per cell). We also stated that Yjk signifies the number of PCR copies actually sequenced for a specific transcript k ∈ {1, . . . , K}. Then, we can conclude

\[ \# \text{reads} = R = \sum_{k=1}^{K} Y_{jk} \].

The number of reads R is then correlated to the number of PCR cycles l through the variables Yjk.

In order to obtain a simpler approximation for \( p_s \), we neglect the term \( \frac{R^2}{E[X_k]} \) in Eq (9) (second order term, compare Methods A.6.1 and A.7). This simplifies the formula for \( p_s \) and we conclude

\[ p_s = 1 - e^{-\frac{R}{E[X_k]}} \]

Eq (11) provides a clear guideline on how to estimate \( p_s \) from experimental data. With these considerations, we can also call \( p_s \) the sequencing depth of the data set.
cycles $l$ and the probability to sequence an individual PCR copy $p_s$, which are the parameters of the experimental setup. Given a specific input distribution, Eq. (12) completely characterizes the output distribution. It is typically assumed that $X_{in}$ follows a log-normal distribution, $X_{in} \sim \text{Log-normal}(\mu, \sigma^2)$ (Bengtsson et al., 2005), which will therefore be our choice for simulations (Figure 2).

It is possible to derive formulas for the expectation, variance and CV of $X_{out}$ (see Methods Eqs. (40), (43), (44)). However, in an experimental setting, we are rather interested in concluding characteristics of the input distribution when observing a certain output distribution. For these, we obtain:

$$E[X_{out}] = \frac{1}{p_s} E[X_{in}], \quad \text{(13)}$$

$$\text{Var}(X_{out}) = \frac{1}{p_s^2} \text{Var}(X_{in}) \cdot \frac{1 - p_s}{E[X_{out}]}, \quad \text{(14)}$$

$$\text{CV}(X_{out}) = \sqrt{\text{Var}(X_{out})/E(X_{out})^2} \cdot \frac{1 - p_s}{E[X_{out}]} \quad \text{(15)}$$

Since $p_s$ is the probability to observe a single molecule, it is completely reasonable that the expected number of molecules of the output distribution $E[X_{out}]$ is given by $p_s \cdot E[X_{in}]$. These moment relations apply with all input distributions. If we assumed a certain distribution type such as the log-normal distribution for the input distribution, then it would be completely defined by calculating these moments.

We can show that the CV of the output data is always larger than the CV of the input data in feasible cases:

$$\frac{\text{CV}(X_{out})^2}{\text{CV}(X_{in})^2} > 1$$

$$\Leftrightarrow \frac{1 - p_s}{p_s \cdot E[X_{in}] \cdot CV(X_{in})^2} > 0$$

$$\Leftrightarrow 1 - p_s > 0,$$

which is almost always true by definition. Only the case $p_s = 1$ does not satisfy this inequality. This would mean $X_{out} = X_{in}$ which is experimentally not feasible. For $p_s = 0$, the inequality is not defined as it would imply $X_{out} = 0$ so that no CV can be defined.

We can derive even more general statements from Eq. (12). It determines all moments of the output distribution for given moments of the input distribution (see Methods A.8.4):

$$E[X_{out}^n] = \frac{n!}{p_s^n} E[X_{in}^n], \quad \text{(17)}$$

where $\binom{n}{k}$ is the Sterling factor of second kind and $X_{in}^k$ is the $k$-th falling power of $X_{in}$ (see Methods Eq. (48)). Vice versa, Eq. (17) can be rearranged to yield all moments of the input distribution from the output moments. We show this by an iterative approach which calculates the $n$-th moment of $X_{in}$ from moments of $X_{out}$ of order $n - 1$ and smaller and moments of $X_{out}$ with highest order $n$:

$$E[X_{in}^n] = \frac{n!}{p_s^n} E[X_{out}^n] - \frac{1}{p_s^n} \sum_{k=1}^{n-1} \binom{n}{k} p_s^k E[X_{out}^k]. \quad \text{(18)}$$

Knowledge of all moments implies a complete characterization of a distribution (Kampen, 2007). Hence, in principle we can recover the input distribution from scRNA-seq data, if the quality of the output data allows for calculation of higher moments.

5 Mean-variance relationship in input and output distributions

While traditionally count data is modelled using Poisson distributions, sequencing count data is typically modelled using negative binomial distributions (Anders and Huber, 2010; Robinson et al., 2010; Hardcastle and Kelly, 2010). For scRNA-seq data, models relying on zero-inflated negative binomial distributions have become popular (Rissio et al., 2018; Lopez et al., 2018; Erasmus et al., 2019), although the presence of zero-inflation is still debated and doubtful (Svensson, 2020; Chiu et al., 2020; Sarkar and Stephens, 2021). Therefore, we will concentrate on the standard negative binomial distribution.
A Poisson distribution has the characteristic that its expectation $\mu$ and its variance $\sigma^2$ are equal. For a negative binomial distribution with parameters $p$ and $r$, the following relation between mean and variance holds:

$$\sigma^2 = \mu + \frac{\mu^2}{r}.$$

We can investigate both of these relations empirically in scRNA-seq data of HeLa cells taken from Schwabe et al., 2020.

In Figure 3A, every point represents an individual gene. Clearly visible is the so-called overdispersion which makes the scRNA-seq data fit rather a negative binomial than a Poisson distribution. The reason for this overdispersion is often attributed to cell-to-cell variability (biological noise) (Risso et al., 2018; Lopez et al., 2018; Love et al., 2014).

From our pdf for the output distribution in Eq. (12), we can already conclude that this is an accurate characterization. The presence of cell-to-cell variability is expressed by the fact that $X_{\text{rel}}$ is a distribution rather than a constant value. If we assumed the opposite, that $X_{\text{rel}} \equiv n \geq k$, then:

$$P[X_{\text{rel}} = k] = \sum_{i=k}^{\infty} P[X_{\text{rel}} = i] = \left(\frac{\mu}{\rho_i}\right)^k (1 - \rho_i)^{n-k}.$$

This is a binomial distribution with small success probability $\rho_i$. We know that such a binomial can be approximated by a Poisson distribution. Hence in the absence of cell-to-cell variability, the sequencing count data would indeed follow a Poisson distribution.

For numerical simulations in Figure 2, we choose a log-normal distribution as our input distribution. For multiple parameter choices of the log-normal distribution, we generate observed counts as described in Figure S4. We also set $p_i = 0.116$ as we have estimated this for a particular scRNA-seq experiment involving HeLa cells (see Methods A.7).

We observe that the analytical output distribution matches the simulation data well (Figure 2), which confirms Eq. (12). In addition to the analytical pdf, we also fit a Poisson and a negative binomial distribution. In all examples, it is possible to fit a negative binomial distribution very close to the analytical distribution, justifying its usage in numerical simulation. The Poisson fit on the other hand differs noticeably from the numerical simulation for high expression genes. The larger the CV of the input data, the larger the differences become. This is in line with our previous assertion that a constant input distribution would provide a Poisson output distribution. For lowly expressed genes on the other hand, the Poisson distribution provides a good fit to the data despite a large CV of the input data. The same fact can be derived from the mean-variance relation in Figure 3A.

The input distribution types fitting experimental results well - negative binomial and log-normal - both have 2 independent parameters (Risso et al., 2018; Lopez et al., 2018; Eraslan et al., 2019). A priori, we expect each gene to have its specific value for these parameters independently of the values for other genes, since transcription might be coordinated within groups of genes but not across all genes. That is, we do not expect a priori a systematic and fixed relation between the distribution parameters across all genes. If contrary to this expectation such a relation exists, it attests to a process involved in transcription fixing the relation between mean and variance across genes. Such a process might be established by transcription regulation or by very basic properties of the transcription mechanism. It is well known and also illustrated by Figure 3, that a relation between mean and variance exists in the output of scRNA-seq experiments and consequently also in the input distribution. We cannot identify the process establishing it, but we can turn the mean-variance relation of the output into a mean-variance relation of the input distribution with our results. That provides a quantitative property against which hypotheses on the nature on the process fixing the mean-variance relation across genes can be verified.

We express the mean-variance relation for the input of the data in Figure 3B by its Taylor expansion up to third order

$$\text{Var}(X_{\text{rel}}) = \sum_{i=1}^{3} a_i E[X_{\text{rel}}]^i. \quad (19)$$

The resulting mean-variance relation fits the data reasonably well confirming our choice of terms of the Taylor expansion. If we furthermore assume the input distributions for the data to be log-normal (Bengtsson et al., 2005), a relation between the two parameters $\mu$ and $\sigma^2$ of a log-normal distribution can be established (see Methods A.9). This means that if the output data shown in Figure 3 do stem from log-normal distributions,
the parameters of these distributions obey:

$$\mu = \ln \left( \frac{e^{\sigma^2} - a_2 - 1 \pm \sqrt{(e^{\sigma^2} - a_2 - 1)^2 - 4a_1a_3}}{2a_3} \right) - \frac{\sigma^2}{2}. \quad (20)$$

The parameters $a_1$, $a_2$ and $a_3$ are fitted from the data and are displayed for the example data utilized here in Figure 3B. The quality of the fit suggests that we can specify the general assumption of a log-normal distribution for cellular transcripts to a log-normal distribution with a relation between the parameters like Eq. (20). The remaining parameter $\sigma$ is fixed by the average transcript number. We obtain with the values from Figure 3B for $a_1$, $a_2$ and $a_3$ for our HeLa data set

$$\begin{align*}
\text{Var}(X_{in}) &= 4.77 \mathbb{E}[X_{in}] + 0.47 \mathbb{E}[X_{in}]^2 - 6.89 \times 10^{-5} \mathbb{E}[X_{in}]^3 \\
\mu &= \ln \left( e^{\sigma^2} - 1.47 - \sqrt{(e^{\sigma^2} - 1.47)^2 + 3.15 \times 10^{-5}} \right) + 8.89 - \frac{\sigma^2}{2} \quad (21)
\end{align*}$$

Note, this equation is a relation between average $\mu$ and $\sigma$. The averaging is over all genes with the same average copy number.

Another question of interest is to investigate how the shape of the input distribution compares to the output distribution. In order to compare these two distributions within one plot, we scale the input distribution by the factor $p_a$ due to the relation of the expectations from Eq. (2): $\mathbb{E}[X_{out}] = p_a \mathbb{E}[X_{in}]$. We observe in Figure 4 that the output distributions have fatter tails, while the input distributions are rather weighted towards its mean. This confirms the conclusion in Eq. (16) that the CV of the output distribution is larger than the input distribution.

6 Relation between input and output CV

From Eq. (15), we know that

$$\text{CV}(X_{out}) = \sqrt{1 - \frac{p_a}{p_a \mathbb{E}[X_{in}]}} + \text{CV}(X_{in})^2. \quad (23)$$

We investigate the dependence of $\text{CV}(X_{out})$ on $\text{CV}(X_{in})$ and the sequencing probability $p_a$ (which we can also call the sequencing depth) in Figure 5. Most noticeably, when $\text{CV}(X_{in})$ attains large values and thus dominates all other terms, the relation approaches a linear dependency. This is obvious also from Eq. (23). Considering the fold change of $\text{CV}(X_{out})$ to $\text{CV}(X_{in})$, we observe that small $\text{CV}(X_{in})$ cause huge amplification of the variability whereas the fold change approaches 1 for larger values of $\text{CV}(X_{in})$.

The effects of the sequencing depth $p_a$ on $\text{CV}(X_{out})$ are altogether not surprising as well. The more transcripts are sequenced, the smaller the increase of $\text{CV}(X_{out})$. However, we do note that for the choice of $\text{CV}(X_{in}) = 0.2$ and $\mathbb{E}[X_{in}] = 300$ displayed here, the sequencing depth $p_a = 0.116$ is still located in an area of the hyperbola branch with increased growth. Therefore, increases in the sequencing depth $p_a$ would still benefit noise reduction noticeably. Interestingly, these improvements start to drop off quickly (consider the slope of the graph). That means that improvements past a sequencing depth of around $p_a = 0.5$ would have far smaller effects on $\text{CV}(X_{out})$. The same results are plotted in Figure S5 and Figure S6 in three dimensions for further illustration.

7 Discussion

Simplified models do not capture every detail of an experiment and the precision of their predictions is limited. However given cell-to-cell variability, capturing all details limits the scope of models (and precision beyond the relative variance of noise is meaningless anyway).

The advantage of simplified models is that they provide equations which can be used for a large class of experiments. In that spirit, we investigate...
Fig. 5: The CV of \(X_{\text{out}}\) shows characteristic dependencies on CV \(\text{CV}(X_{\text{out}})\) and \(\rho_s\), providing guidelines for obtaining desired noise levels. Effects of changes in input CV and success probability \(\rho_s\) on the output CV.

the processes involved in scRNA-seq with a simplified model. It enables us to derive a set of equations useful for experiment design and analysis of results, and sheds light on some of the causes for and implications of various noise terms arising during scRNA-seq experiments.

Within the validity of our model setup, Eqs. (1), (2), (3), (8), (12) provide a complete characterization of a scRNA-seq experiment in terms of the experimental parameters PCR efficiency \(\rho_s\), PCR cycle number \(l\) and the probability to sequence a PCR copy \(p_l\). An experiment can be designed on that basis to provide a desired precision. The output distribution of an individual gene obeys Eq. (12) for a given input distribution. Knowledge of the moments of the input distribution independent of the distribution type suffice if we want to determine only moments of the output distribution. That is especially interesting in light of the finding that the input distribution obeys moment relations fixing its variance to the mean (Fig. 3, Eq. (19)). Hence, both mean and variance of the output are determined by the mean of the input (see Eqs. (40), (43)).

The purpose of scRNA-seq experiments usually is to determine the input distribution from the experiment’s output. We solve this inverse problem by calculating all moments of the input distribution from the moments of the output distribution by Eq. (18). Since in principle a distribution is completely determined if all its moments are known (Kampen, 2007), this recovers the complete information of the input from the output distribution.

In practice, the output distributions are often not of sufficient quality allowing for the calculation of all moments. However, Eq. (18) enables us to determine as many input moments as we know output moments and thus guarantees that we can use all the information hidden in a measured output distribution. It is generally assumed that cellular RNA copy numbers obey a log-normal distribution (Bengtsson et al., 2005). That assumption can be verified on the basis of Eq. (18) if output distributions providing three or more moments are available.

We note that the assumptions we have made in our example simulations for the input distribution are limited to homogeneous cell populations. Our formulas can in principal be applied to heterogeneous cell populations with bimodal or multi-modal distributions just as well. The number of moments to be determined from the output distribution to recover the input distribution needs to be as large as the number of unknown parameters of the input distribution. If this is possible, appropriate ansatzes for the input distribution may also allow for calculating its parameters and thus to determine bi-modal input as well.

We apply our results to a HeLa data set (Fig. 3). Two of the fundamental characteristics of single-cell data are that they exhibit relations between mean and variance and show higher variability than is typically expected for count data. The latter is called overdispersion (in comparison to a Poisson distribution). We determine the moment relation of the HeLa data set on the basis of Eqs. (40), (43) and obtain very good agreement with a third order polynomial (Fig. 3B). Assuming that the type of input distribution is the same for most of the genes (as Fig. 3A suggests to be the case) and that type to be log-normal, we determined the relation between the parameters of the cellular distribution characterising the HeLa data set. That is the complete characterization of the scRNA-seq input data which is possible within the validity of the assumptions since for each average number of RNA copies we can calculate the copy number distribution. The moment relation reproduces of course also the overdispersion in the HeLa data set. Relating it to Eq. (12) confirms overdispersion in general to be due to cell-to-cell variability, as has been assumed before.

The square root of the coefficient \(\sigma_2\) of the moment relation of the input distribution (Eq. (19)) is the coefficient of variation for highly expressed genes. The fit in Figure 3B shows this CV to be 0.686 for the HeLa data set. That means among the cells with transcript numbers within the range mean\(\pm SD\) we find a variability up to factor 5.4 \(\frac{\text{mean}+\text{SD}}{\text{mean}}\) in transcript copy numbers, which we feel is surprisingly large for highly expressed genes. The CV for lowly expressed genes is even larger.

This large cell-to-cell variability within a single cell type raises the question how a cell type or a cell state can be defined. Is it a qualitative concept only, which denotes a specific list of expressed genes (essentially the DNA and its epigenetic state) as the state of a cell? Or, is it also possible to define quantitative criteria? That question does not only appear with respect to gene expression profiles but also arises from functional data. This large cell-to-cell variability renders simply adding copy numbers to the list of genes as a quantitative definition of cell state meaningless. However, data describing cell variability like Eq. (21) might provide a quantitative description of cell state. It is valid for all genes translated in a given state. Ideally, it should not depend on the experimental methods used to establish it. Of course, we cannot guarantee that for the very parameter values of Eq. (21), since \(\rho_s\) enters the calculation (Eq. (56)). But it will be very interesting to compare Eq. (21) to future results from other labs and conditions to learn about its degree of universality.

We note an interesting concurrent observation with functional and translational data. With Ca\(^{2+}\) spiking data reported in Thurlery et al., 2014, it was the relation between the variance (or standard deviation) and the average of interspike intervals which applied to all individual cells in a given state, while the average interspike interval exhibited large cell-to-cell variability. We observe the same here. Individual copy numbers of transcripts scatter by a factor 5, but the moment relation Eq. (21) is universal for all individual cells. In both cases, cell-to-cell variability appears to prevent quantitative definitions of cell state. In both cases, experimental results show that surprisingly a moment relation exists (with regard to Ca\(^{2+}\) spiking. Skupin and Faélcke, 2009 show that spike generating systems in general do not exhibit a unique moment relation) and these relations quantifying cell variability are the universal relations.
This suggests a definition of cell state, where the DNA and its epigenetic state provide for the qualitative description and the moment relations of cell variability for a quantitative description.

The results of our study can be used in several ways. They help to optimize the experimental parameters and they can be used to obtain as much information on the input distribution moments as desired and supported by the quality of the output data. It is a theory study which we hope will be picked up and checked by experimental labs.
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<table>
<thead>
<tr>
<th>cells</th>
<th>genes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1 0 2</td>
</tr>
<tr>
<td>1</td>
<td>1 3 3</td>
</tr>
<tr>
<td>2</td>
<td>2 5 7</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

scRNA-seq
A Methods

A.1 The probability distribution function caused by PCR

In order to derive a pdf for the PCR distribution, we start at the final copy number $k$ and consider the possible copy numbers $i_{l-1}$ at the previous $(l-1)$ cycle that could have produced $k$ final copies. This subsequently traces the experiment backwards until we arrive at the first PCR cycle. Each individual cycle represents a draw of the binomial distribution. We calculate

$$P[X_l = k] = \sum_{i_{l-1} = \left\lfloor \frac{k}{2} \right\rfloor}^{k} P[X_l = k \mid X_{l-1} = i_{l-1}] P[X_{l-1} = i_{l-1}]$$

plugging in binomial distribution to draw $k - i_{l-1}$ out of $i_{l-1}$ \rightarrow \frac{p^k}{(1-p)^k} \sum_{i_{l-1} = \left\lfloor \frac{k}{2} \right\rfloor}^{k} \sum_{i_{l-2} = \left\lfloor \frac{i_{l-1}}{2} \right\rfloor}^{i_{l-2}} \cdots \sum_{i_1 = \left\lfloor \frac{i_2}{2} \right\rfloor}^{i_2} \left( i_{l-1} \right) \cdot \cdots \left( i_1 \right) (1-p)^{i_2} (1-p)^{i_3} p^{-i} \cdot P[X_1 = i_1]$$

$(1-p)^{i_1} p^{-i_1} \cdot P[X_1 = i_1] = (1-p)^2 p^{-1}$ for both $i_1 = 1$ and $i_1 = 2$ \rightarrow \frac{p^{k-1}}{(1-p)^{k-2}} \sum_{i_{l-1} = \left\lfloor \frac{k}{2} \right\rfloor}^{k} \sum_{i_{l-2} = \left\lfloor \frac{i_{l-1}}{2} \right\rfloor}^{i_{l-2}} \cdots \sum_{i_1 = \left\lfloor \frac{i_2}{2} \right\rfloor}^{i_2} \left( i_{l-1} \right) \cdot \cdots \left( i_1 \right) \cdot (1-p)^{i_2} p^{-i_1} \cdot P[X_1 = i_1]. (24)$

A.2 Proof for the moments of the PCR distribution

We now prove the Eqs. (2), (3) with the help of the induction principle.

A.2.1 Expectation

We stated previously that the increase in number of copies from $X_{l-1}$ to $X_l$ follows a binomial distribution $(X_l - X_{l-1} | X_{l-1} = n) \sim \text{Binom}(n, p)$. We also note that for any binomial distribution $Z \sim \text{Binom}(n, p)$, it holds that $E[Z] = n \cdot p$. Hence,

$$E[X_l - X_{l-1} | X_{l-1} = n] = n \cdot p$$
and for the conditional expectation it holds

\[ \mathbb{E}[X_t - X_{t-1}|X_{t-1}] = X_{t-1} \cdot p. \]  

(26)

We now perform a proof via induction.

**Base case:** \( l = 1 \)

\[ \mathbb{E}[X_1] = \sum_{k=1}^{2} k \cdot \mathbb{P}[X_1 = k] \]
\[ = 1 \cdot \mathbb{P}[X_1 = 1] + 2 \cdot \mathbb{P}[X_1 = 2] \]
\[ = 1 + p. \]

**Induction hypothesis:** \( \mathbb{E}[X_{l-1}] = (1 + p)^{l-1}. \)

**Induction step:**

\[ \mathbb{E}[X_l] = \mathbb{E}[X_l - X_{l-1}] + \mathbb{E}[X_{l-1}] \to (1 + p)^{l-1} + \mathbb{E}[X_l - X_{l-1}] \]

law of total expectation \( \to (1 + p)^{l-1} + \mathbb{E}[\mathbb{E}[X_l - X_{l-1}|X_{l-1}]] \)

Eq. (26) \( \to (1 + p)^{l-1} + p \mathbb{E}[X_{l-1}] \)

induction hypothesis \( \to (1 + p)^{l-1} + p(1 + p)^{l-1} \)
\[ = (1 + p)^l. \]

Hence, the expectation is calculated with the help of the expectation of the output distribution.

### A.2.2 Variance

From \( (X_t - X_{t-1}|X_{t-1} = n) \sim \text{Binom}(n, p) \), we can also conclude that \( \text{Var}(X_t - X_{t-1}|X_{t-1} = n) = p \cdot (1 - p) \cdot n \) and furthermore

\[ \text{Var}(X_t - X_{t-1}|X_{t-1}) = p \cdot (1 - p) \cdot X_{t-1}. \]  

(27)

The law of total variance states for two random variables \( X \) and \( Y \) where \( X \) has finite variance that

\[ \text{Var}(X) = \mathbb{E}[\text{Var}(X|Y)] + \text{Var}(\mathbb{E}[X|Y]). \]  

(28)

For the proof of the variance formula in Eq. (3), we need to assess the variance of the increase of copy numbers between two cycles \( \text{Var}(X_t - X_{t-1}) \):

\[ \text{Var}(X_t - X_{t-1}) \overset{\text{Eq. (28)}}{=} \mathbb{E}[\text{Var}(X_t - X_{t-1}|X_{t-1})] + \text{Var}(\mathbb{E}[X_t - X_{t-1}|X_{t-1}]) \]
\[ \overset{\text{Eq. (27)}}{=} p(1 - p)\mathbb{E}[X_{t-1}] + \text{Var}(\mathbb{E}[X_t - X_{t-1}|X_{t-1}]) \]
\[ \overset{\text{Eq. (26)}}{=} p(1 - p)\mathbb{E}[X_{t-1}] + p^2 \text{Var}(X_{t-1}). \]

(29)

We also require an expression for the covariance of \( X_t - X_{t-1} \) and \( X_{t-1} \):

\[ \text{Cov}(X_t - X_{t-1}, X_{t-1}) \overset{\text{Bayes}}{=} \sum_{i=1}^{2^{l-1}} \sum_{j=0}^{i} (i - \mathbb{E}[X_{t-1}]) (j - \mathbb{E}[X_t - X_{t-1}]) \mathbb{P}[X_t - X_{t-1} = j, X_{t-1} = i] \]
\[ \overset{\text{law of total expectation and Eq. (26)}}{=} \sum_{i=1}^{2^{l-1}} (i - \mathbb{E}[X_{t-1}]) \mathbb{P}[X_{t-1} = i] \sum_{j=0}^{i} (j - \mathbb{E}[X_t - X_{t-1}]) \mathbb{P}[X_t - X_{t-1} = j|X_{t-1} = i] \]
\[ \overset{\text{conditional expectation and total probability}}{=} \sum_{i=1}^{2^{l-1}} (i - \mathbb{E}[X_{t-1}]) \mathbb{P}[X_{t-1} = i] (\mathbb{E}[X_t - X_{t-1}|X_{t-1} = i] - p \mathbb{E}[X_{t-1}]). \]  

(30)
Eq. (25) \rightarrow \quad = p \sum_{i=1}^{2^l-1} (i - \mathbb{E}[X_{l-1}])^2 \mathbb{P}[X_{l-1} = i] \\
= p \text{Var}(X_{l-1}). \quad (31)

Now, we can prove Eq. (3) via induction:

**Base case:** \( l = 1 \)

\[
\text{Var}(X_1) = \sum_{k=1}^{2} (k - \mathbb{E}[X_1])^2 \mathbb{P}[X_1 = k]
= (1 - (1 + p))^2 \mathbb{P}[X_1 = 1] + (2 - (1 + p))^2 \mathbb{P}[X_1 = 2]
= p^2 \cdot (1 - p) + (1 - p)^2 \cdot p
= p \cdot (1 - p)
= \frac{1-p}{1+p} \cdot \mathbb{E}[X_1] \cdot (1 - \mathbb{E}[X_1]).
\]

**Induction hypothesis:** \( \text{Var}(X_{l-1}) = \frac{1-p}{1+p} \cdot \mathbb{E}[X_{l-1}] \cdot (1 - \mathbb{E}[X_{l-1}]) \).

**Induction step:**

\[
\text{Var}(X_l) = \text{Var}(X_l - X_{l-1}) + \text{Var}(X_{l-1}) + 2 \text{Cov}(X_l - X_{l-1}, X_{l-1})
\]

Eqs. (29), (31) \rightarrow \quad = p(1 - p) \mathbb{E}[X_{l-1}] + (1 + p)^2 \text{Var}(X_{l-1})

induction hypothesis \rightarrow \quad = (1 + p) \cdot (1 - p) \cdot \mathbb{E}[X_{l-1}]^2 - (1 - p) \mathbb{E}[X_{l-1}]

\[
\mathbb{E}[X_{l-1}] = (1 + p)^l \rightarrow \quad = \frac{1-p}{1+p} \cdot \mathbb{E}[X_l] \cdot (1 - \mathbb{E}[X_l]). \quad \square
\]

### A.3 Convergence of the coefficient of variation of the PCR distribution

We define that the term \( 1 - \frac{1}{\mathbb{E}[X_l]} \) from Eq. (4) is negligible when \( \frac{1}{\mathbb{E}[X_l]} < 0.01 \) since then \( 0.994 < \sqrt{1 - \frac{1}{\mathbb{E}[X_l]}} < 1 \) meaning the actual CV deviates less than 0.6% from the approximation. This essentially removes the dependency of the CV on the number of cycles \( l \). We call the term \( \frac{1}{\mathbb{E}[X_l]} \) the CV convergence factor which should be large when \( l \) is small and approach 0 when \( l \) is large.

In Figure S2, we observe a sharp drop of the CV convergence factor between 1 and 7 cycles. We have coloured all values \( \frac{1}{\mathbb{E}[X_l]} < 0.01 \) white so as to investigate how many PCR cycles are necessary to saturate the CV at different PCR efficiencies.

### A.4 Simulation data for the PCR distribution matches formulas for moments

In addition to the visual confirmation of our calculations in Figure 1, we can also investigate the mean \( \mu \), variance \( \sigma^2 \) and CV of the simulation data and compare them to our analytical formulas in Eqs. (2), (3), (5) for \( X_l \):

<table>
<thead>
<tr>
<th>( l = 8 ), ( p = 0.8 )</th>
<th>( \mu )</th>
<th>( \mathbb{E}[X_l] )</th>
<th>( \sigma )</th>
<th>( \text{SD}(X_l) )</th>
<th>( \sigma^2 )</th>
<th>( \text{Var}(X_l) )</th>
<th>CV</th>
<th>CV(( X_l ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>110.18</td>
<td>110.20</td>
<td>36.55</td>
<td>36.57</td>
<td>1336</td>
<td>1337</td>
<td>0.332</td>
<td>0.332</td>
<td></td>
</tr>
</tbody>
</table>

| \( l = 8 \), \( p = 0.95 \) | 209.12 | 209.06 | 33.37 | 33.40 | 1114 | 1115 | 0.160 | 0.160 |

| \( l = 8 \), \( p = 0.99 \) | 245.92 | 249.94 | 17.43 | 17.40 | 304 | 303 | 0.071 | 0.071 |

| \( l = 16 \), \( p = 0.95 \) | 43713 | 43707 | 6995 | 6999 | 48 \cdot 10^6 | 48 \cdot 10^6 | 0.160 | 0.160 |

The data are within a very reasonable error margin and therefore confirm our analytical conclusions.

### A.5 Markov chain formulation of the PCR distribution

The problem of PCR amplification can also be posed as a Markov chain illustrated for \( l = 2 \) in Figure S3. We note that for larger \( l \) the stationary probabilities for state 3 and 4 will have to be adjusted. These are set to 1 for \( X_2 \) in order to adhere to the rule that the rows of transition probabilities have to sum to 1. We can state the corresponding
probability transition matrix \( P_X \) which is given by

\[
P_X = \begin{pmatrix}
(1-p) & p & 0 & 0 \\
0 & (1-p)^2 & 2p(1-p) & p^2 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}.
\]

The pattern that emerges is that this is an upper triangle matrix. Within each row \( i \), all entries \((i,j)\) with \( j < i \) equals 0. The diagonal element \((i,i)\) is the starting point of writing down all elements of a binomial distribution for success \( p \) and failure \((1-p)\) followed by zeros until the end of the row is reached. This is only true for the first \( 2^{l-1} \) rows. The bottom half of the matrix is the identity matrix. In more general terms, we have the following pattern:

- \((i,j) = 0\), if \( j < i \),
- \((i,i) = (1-p)^{i-1}\), if \( i \leq 2^{l-1} \),
- \((i,i + k) = \binom{i}{k} p^k (1-p)^{i-k}\), if \( 0 < k < 2i \) and \( i \leq 2^{l-1} \),
- \((i,2i) = p^i\), if \( i \leq 2^{l-1} \),
- \((i,j) = 0\), if \( j > 2i \),
- \((i,j) = 0\), if \( j > i \) and \( i > 2^{l-1} \).

A general probability transition matrix for \( X_l \) takes the form:

\[
P_{X_l} = \begin{pmatrix}
(1-p) & p & 0 & \cdots & 0 \\
0 & (1-p)^2 & 2p(1-p) & p^2 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & (1-p)^{2^{l-1}} & \cdots & \binom{2^{l-1}}{k} p^k (1-p)^{2^{l-1}-k} & \cdots & p^{2^{l-1}} \\
0 & \cdots & 0 & 1 & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & \cdots & 1 & 0 & \cdots & 0 & 1
\end{pmatrix}.
\]

From the theory of Markov chains, we know that if we consider \( l \) steps along the Markov chain, the transition probabilities would be provided by the \( l \)-th power of \( P_{X_l} \). Furthermore, the index \((i,j)\) of that power yields the probability to transition from state \( i \) to state \( j \) in \( l \) steps. Since we are only interested in the transition probabilities from starting state 1, we can conclude that

\[
P[X_l = k] = (P_{X_l})_{1k}.
\]

This means that the probability to obtain \( k \) copies after \( l \) PCR cycles is given by the entry \((1,k)\) of the matrix obtained by raising \( P_{X_l} \) to the \( l \)-th power.
A.6 Probability to observe a molecule

\[ p_s := \mathbb{P}[^{\text{observation of single transcript}}] \]

\[ = \sum_{i=1}^{2^k} \mathbb{P}[^{\text{i copies produced by PCR}}] \cdot \mathbb{P}[^{\text{at least one of the i copies is sequenced}}] \]

\[ = \sum_{i=1}^{2^k} \mathbb{P}[X_i = i] \cdot (1 - \mathbb{P}[Y_i = 0]) \]

Poisson distribution \[ \rightarrow \]

\[ = \sum_{i=1}^{2^k} \mathbb{P}[X_i = i] \cdot (1 - e^{-\hat{\mu}_i}) \]

\[ = 1 - \mathbb{E}[e^{-\hat{\mu}_i X_i}] \]

\[ \approx 1 - e^{-\hat{\mu}_i \mathbb{E}[X_i]} - \frac{1}{2} \hat{\mu}_i \cdot e^{-\frac{\hat{\mu}_i \mathbb{E}[X_i]}{}} \cdot \text{Var}(X_i) \]

\[ = 1 - \left( 1 + \frac{1}{2} \hat{\mu}_i^2 \text{Var}(X_i) \right) \cdot e^{-\frac{\hat{\mu}_i \mathbb{E}[X_i]}{}} \]

For Eq. (7) to hold, we need to prove the approximation in Eq. (33).

A.6.1 Proof of approximation

For a general infinitely differentiable function \( f(X) \) of a random variable \( X \), we can consider the Taylor expansion around the mean:

\[ f(X) = f(\mathbb{E}[X]) + f'(\mathbb{E}[X])(X - \mathbb{E}[X]) + \frac{f''(\mathbb{E}[X])}{2!}(X - \mathbb{E}[X])^2 \]

\[ + \frac{f''(\mathbb{E}[X])}{3!}(X - \mathbb{E}[X])^3 + \ldots \]

\[ \mathbb{E}[\cdot] \text{ of both sides} \rightarrow \]

\[ \mathbb{E}[f(X)] = f(\mathbb{E}[X]) + \frac{f''(\mathbb{E}[X])}{2!} \text{Var}(X) + \sum_{k=3}^{\infty} \frac{f^k(\mathbb{E}[X])}{k!} \mathbb{E}[(X - \mathbb{E}[X])^k]. \]

We now choose \( f(X_i) = e^{-\hat{\mu}_i X_i} \) and note

\[ f''(X_i) = \hat{\mu}_i^2 e^{-\hat{\mu}_i X_i}, \]

\[ f^k(X_i) = (-1)^k \hat{\mu}_i^k e^{-\hat{\mu}_i X_i}. \]

Hence,

\[ \mathbb{E}[e^{-\hat{\mu}_i X_i}] = e^{-\hat{\mu}_i \mathbb{E}[X_i]} + \frac{1}{2} \hat{\mu}_i^2 e^{-\hat{\mu}_i \mathbb{E}[X_i]} \text{Var}(X_i) + \sum_{k=3}^{\infty} \frac{(-1)^k}{k!} \hat{\mu}_i^k e^{-\hat{\mu}_i \mathbb{E}[X_i]} \mathbb{E}[(X_i - \mathbb{E}[X_i])^k] \]

\[ = e^{-\hat{\mu}_i \mathbb{E}[X_i]} \left( 1 + \frac{1}{2} \text{Var}(\hat{\mu}_i X_i) + \sum_{k=3}^{\infty} \frac{(-1)^k}{k!} \mathbb{E}[(\hat{\mu}_i X_i - \mathbb{E}[\hat{\mu}_i X_i])^k] \right). \]

The elements of the sum are declining rapidly if \( \hat{\mu}_i \) is small. Since the series is moreover alternating, it is reasonable to ignore terms for \( k \geq 3 \).

A.7 Estimating parameter values for \( \hat{\mu}_{25} \) and \( p_s \)

We want to roughly estimate \( \hat{\mu} \) from experimental parameters. We have

\[ \hat{\mu} = \frac{R}{K \mathbb{E}[X_i]} \]

\[ = \frac{\# \text{ reads}}{(# \text{ cells}) \cdot (# \text{ transcripts per cell}) \cdot (\text{average \# copies produced by PCR})} \]

where \( \# \text{ reads} \) is the total number of observed reads during sequencing which we previously denoted by \( R \), \( K \) is the average total number of original transcripts in the cell population and \( \mathbb{E}[X_i] \) is the average number of PCR copies.
produced per transcript. We also stated that \( Y_{jk} \) signifies the number of PCR copies actually sequenced for a specific transcript \( k \in \{1, \ldots, K\} \). Then, we can conclude

\[
\text{# reads} = R = \sum_{k=1}^{K} Y_{jk}.
\] (38)

The number of reads depends on the number of PCR cycles \( l \).

It is estimated that a single cell contains about 1 million mRNA transcripts. In an experiment involving HeLa data [2], we perform around \( l = 25 \) PCR cycles at an estimated \( p = 0.95 \) PCR efficiency. The sequencing run for the HeLa data yields roughly \( 2 \cdot 10^8 \) mapped reads for 1624 cells (before filtering). We therefore estimate the sequencing efficiency \( \hat{p}_{25} \) to be

\[
\hat{p}_{25} \approx \frac{2 \cdot 10^8}{1624 \cdot (10^6) \cdot (1 + 0.95)^{25}} \\
\approx \frac{2 \cdot 10^8}{1624 \cdot (10^6) \cdot (1.8 \cdot 10^5)} \\
\approx 6.8 \cdot 10^{-9}.
\]

For this particular data set, we can then also estimate the probability \( p_s \) to detect a specific transcript with Eq. (11):

\[
p_s = 1 - e^{-\frac{2}{1624} \cdot (10^6)} \\
= 1 - e^{-\frac{2 \cdot 10^8}{1624 \cdot 10^6}} \\
\approx 0.116.
\]

A.8 Moments of Output Distribution

In order to characterize the output distribution in Eq. (12), we investigate the first and second moments as well as the CV.

A.8.1 Expectation

The expectation is calculated as

\[
\mathbb{E}[X_{\text{out}}] = \sum_{k=0}^{\infty} k \cdot \mathbb{P}[X_{\text{out}} = k]
\]

Eq. (12) \( \rightarrow \)

\[
= \sum_{k=0}^{\infty} \sum_{i=k}^{\infty} k \mathbb{P}[X_{\text{in}} = i] \binom{i}{k} p_s^k (1 - p_s)^{i-k}
\]

swap order of summation \( \rightarrow \)

\[
= \sum_{i=0}^{\infty} \mathbb{P}[X_{\text{in}} = i] \sum_{k=0}^{i} \binom{i}{k} p_s^k (1 - p_s)^{i-k}
\]

expectation of a binomial distribution \( \rightarrow \)

\[
= \sum_{i=0}^{\infty} \mathbb{P}[X_{\text{in}} = i] \cdot i \cdot p_s
\]

\[
= p_s \cdot \mathbb{E}[X_{\text{in}}].
\] (39)

A.8.2 Variance

We first consider the second moment

\[
\mathbb{E}[X_{\text{out}}^2] = \sum_{k=0}^{\infty} k^2 \cdot \mathbb{P}[X_{\text{out}} = k]
\]

Eq. (12) \( \rightarrow \)

\[
= \sum_{k=0}^{\infty} \sum_{i=k}^{\infty} k^2 \mathbb{P}[X_{\text{in}} = i] \binom{i}{k} p_s^k (1 - p_s)^{i-k}
\]

swap order of summation \( \rightarrow \)

\[
= \sum_{i=0}^{\infty} \mathbb{P}[X_{\text{in}} = i] \sum_{k=0}^{i} k^2 \binom{i}{k} p_s^k (1 - p_s)^{i-k}
\]

second moment of a binomial distribution \( \rightarrow \)

\[
= \sum_{i=0}^{\infty} \mathbb{P}[X_{\text{in}} = i] \left( i \cdot p_s \cdot (1 - p_s) + i^2 \cdot p_s^2 \right)
\]

\[
= p_s \cdot (1 - p_s) \cdot \mathbb{E}[X_{\text{in}}] + p_s^2 \cdot \mathbb{E}[X_{\text{in}}^2].
\] (41)
Now, the variance is given by

$$\text{Var}(X_{\text{out}}) = E[X_{\text{out}}^2] - E[X_{\text{out}}]^2$$

Eqs. (40), (42) \rightarrow \quad = p_s \cdot (1 - p_s) \cdot E[X_{\text{in}}] + p_s^2 \cdot \text{Var}(X_{\text{in}}). \quad (43)

### A.8.3 Coefficient of Variation

The coefficient of variation is obtained by considering

$$\text{CV}(X_{\text{out}}) = \sqrt{\frac{\text{Var}(X_{\text{out}})}{E[X_{\text{out}}]}}$$

$$= \sqrt{\frac{p_s \cdot (1 - p_s) \cdot E[X_{\text{in}}] + p_s^2 \cdot \text{Var}(X_{\text{in}})}{p_s^2 \cdot E[X_{\text{in}}]^2}}$$

$$= \sqrt{\frac{1 - p_s}{p_s \cdot E[X_{\text{in}}]} + CV(X_{\text{in}})^2}. \quad (44)$$

### A.8.4 General moments

We can generalize the previous considerations and write down an equation for the $n$-th moment of $X_{\text{out}}$. Then,

$$E[X_{\text{out}}^n] = \sum_{k=0}^{\infty} k^n \cdot P[X_{\text{out}} = k]$$

Eq. (12) \rightarrow \quad = \sum_{i=0}^{\infty} \sum_{k=0}^{\infty} k^n \cdot P[X_{\text{in}} = i] \cdot \binom{i}{k} p_s^k (1 - p_s)^{i-k}$$

$$= \sum_{i=0}^{\infty} P[X_{\text{in}} = i] \sum_{k=0}^{i} k^n \cdot \binom{i}{k} p_s^k (1 - p_s)^{i-k} \quad (45)$$

The second sum corresponds to the $n$-th moment of a binomial distribution $\text{Binom}(i, p_s)$ as given by [1]:

$$E[k^n](i) = \sum_{k=0}^{n} \binom{n}{k} i^k p_s^k, \quad (46)$$

where $\binom{n}{k}$ is the Stirling number of the second kind given by

$$\binom{n}{k} = \frac{1}{k!} \sum_{j=0}^{k} (-1)^j \binom{k}{j} (k - j)^n, \quad (47)$$

and $i^k$ is the $k$-th falling power (also called falling factorial) of $i$ which is calculated as

$$i^k = i \cdot (i - 1) \cdot \ldots \cdot (i - k + 1). \quad (48)$$

Then from Eq. (45), we conclude

$$E[X_{\text{out}}^n] = \sum_{i=0}^{\infty} \sum_{k=0}^{n} P[X_{\text{in}} = i] \cdot \binom{n}{k} i^k p_s^k$$

swap order of summation \rightarrow \quad = \sum_{k=0}^{n} \binom{n}{k} p_s^k \sum_{i=0}^{\infty} P[X_{\text{in}} = i] \cdot i^k$$

$$= \sum_{k=0}^{n} \binom{n}{k} p_s^k E[X_{\text{in}}^k]. \quad (51)$$

This provides a straightforward equation for calculating the $n$-th moment of the output distribution which depends only on the first $n$ moments of the input distribution. We can check our previous calculations from Eqs. (40), (42):

$$E[X_{\text{out}}^1] = \binom{1}{0} + \binom{1}{1} p_s \cdot E[X_{\text{in}}^1]$$

$$= p_s \cdot E[X_{\text{in}}], \quad (52)$$
and

\[ E[X_{out}^2] = \left\{ \begin{array}{l} \frac{2}{0} + \frac{2}{1} p_s^1 E[X_{in}^1] + \frac{2}{2} p_s^3 E[X_{in}^3] \\ \end{array} \right. 
= p_s E[X_{in}] + p_s^2 E[X_{in}^2] - X_{in}
= (p_s - p_s^2) E[X_{in}] + p_s^2 E[X_{in}^2]. \tag{53} \]

The third moment is obtained by considering

\[ E[X_{out}^3] = \left\{ \begin{array}{l} \frac{3}{0} + \frac{3}{1} p_s E[X_{in}^1] + \frac{3}{2} p_s^2 E[X_{in}^2] + \frac{3}{3} p_s^3 E[X_{in}^3] \\ \end{array} \right. 
= p_s E[X_{in}] + 3p_s^2 E[X_{in}^2] - X_{in}
= p_s^3 E[X_{in}^3] + 3p_s^2 (1 - p_s) E[X_{in}^2] + p_s (2p_s^2 - 3p_s + 1) E[X_{in}]. \tag{54} \]

We note that the highest order moment of \( X_{in} \) required to calculate the \( n \)-th moment of \( X_{out} \) is also the \( n \)-th moment. This enables an iterative strategy for calculating the moments for \( X_{in} \) given the moments of \( X_{out} \). If all moments of \( X_{out} \) are known, the distribution of \( X_{in} \) including its distribution type is fully defined.

Eq. (51) can be rearranged to obtain an expression for \( E[X_{in}^n] \) that only depends on the first \( n \) moments of \( X_{out} \) and the first \( n - 1 \) moments of \( X_{in} \):

\[ E[X_{in}^n] = \sum_{k=0}^{n} \binom{n}{k} p_s^k E[X_{in}^k] 
= p_s^n \cdot E[X_{in}^n] + \sum_{k=0}^{n-1} \binom{n}{k} p_s^k E[X_{in}^k] 
= p_s^n \cdot E[X_{in}^n] + p_s^n \cdot E[X_{in}^n - X_{in}^n] + \sum_{k=0}^{n-1} \binom{n}{k} p_s^k E[X_{in}^k] \]
\[ \Leftrightarrow \]
\[ E[X_{in}^n] = \frac{1}{p_s^n} E[X_{out}^n] - E[X_{in}^n - X_{in}^n] - \sum_{k=0}^{n-1} \binom{n}{k} p_s^{k-n} E[X_{in}^k]. \tag{55} \]

All terms on the right hand-side can be iteratively expressed by moments of the output distribution. If all moments of \( X_{out} \) exist, so do the moments of \( X_{in} \) which means that the probability distribution of \( X_{out} \) completely defines the probability distribution of \( X_{in} \).

### A.9 Relations of the parameters of a log-normal distribution required to satisfy the mean-variance relation of experimental scRNA-seq data

In Figure 3A, there is a clear dependency of the variance on the expectation of the output data of a scRNA-seq experiment. We have fitted them with a Poisson and a negative binomial distribution. We now utilize the output distribution we have derived and state requirements on the parameters of the log-normal distributions which is the distribution type typically chosen to model input distributions.

From Eqs. (40), (43), we have

\[ \text{Var}(X_{out}) = (1 - p_s) \cdot E[X_{out}] + p_s^2 \cdot \text{Var}(X_{in}). \]

Let \( X_{in} \) satisfy the following relation:

\[ \text{Var}(X_{in}) = a_1 E[X_{in}] + a_2 E[X_{in}^2] + a_3 E[X_{in}]^3, \tag{56} \]

where \( a_1 \), \( a_2 \) and \( a_3 \) are parameters. Hence, we assume a polynomial relation between the expectation of the input distribution and its variance. This yields

\[ \text{Var}(X_{out}) = (1 - p_s + p_sa_1) \cdot E[X_{out}] + a_2 E[X_{out}]^2 + \frac{a_3}{p_s} E[X_{out}]^3. \tag{57} \]

We can fit the parameters and obtain the graph shown in Figure 3B. We find all three parameters to be significant, meaning all three orders of the polynomial are essential for the fit.

If we assume \( X_{in} \sim \mathcal{N}(\mu, \sigma^2) \), then we can establish a relation between the two parameters \( \mu \) and \( \sigma^2 \) of the input distribution with the help of Eq. (56). For a log-normally distributed variable \( Z \), we know

\[ \mathbb{E}[Z] = e^{\mu + \frac{\sigma^2}{2}}, \tag{58} \]
\[ \text{Var}(Z) = e^{2\mu + \sigma^2} \left( e^{\sigma^2} - 1 \right). \tag{59} \]
Then, we conclude from Eq. (56) that
\[ e^{2\mu+\sigma^2} \left(e^{\sigma^2} - 1\right) = a_1 e^{\mu+\frac{\sigma^2}{2}} + a_2 e^{2\mu+\sigma^2} + a_3 e^{3\mu+\frac{3\sigma^2}{2}} \]
(60)
\[ \iff 0 = e^{2\mu+\sigma^2} - e^{\sigma^2} - a_2 - 1 - \frac{a_1}{a_3} e^{\mu+\frac{\sigma^2}{2}} \]
(61)
\[ \iff e^{\mu+\frac{\sigma^2}{2}} = \frac{e^{\sigma^2} - a_2 - 1 \pm \sqrt{(e^{\sigma^2} - a_2 - 1)^2 - 4a_1a_3}}{2a_3} \]
(62)
\[ \iff \mu = \ln \left(e^{\sigma^2} - a_2 - 1 \pm \sqrt{(e^{\sigma^2} - a_2 - 1)^2 - 4a_1a_3}\right) - \ln (2a_3) - \frac{\sigma^2}{2}. \]
(63)

Thus, the log-normal distributions which we assume to generate the output distributions shown in Figure 3A and Figure 3B should satisfy Eq. (63) with the parameters \(a_1\), \(a_2\) and \(a_3\) fitted in Figure 3B.
Fig. S1. Probability transitions for the first three cycles of PCR. Each node represents the number of PCR copies produced after $l$ cycles where $l$ is represented by the columns.
Fig. S2. The CV convergence factor converges fast, reaching the convergence threshold at around 7 and 8 cycles. The CV convergence factor is calculated in dependence on parameters \( l \) and \( p \).

Fig. S3. The PCR distribution as a Markov chain.
choose input distribution $X_{in}$

generate true counts of one gene for $N$ cells
→ vector $(n_1, n_2, \ldots, n_N)$

for each $n_i$, draw $n_i$ realizations $x_i$ from the PCR distribution $X_i$
→ vector $(x_{i1}, x_{i2}, \ldots, x_{in_i})$
(each element $(ij)$ represents the # PCR copies from transcript $j$ in cell $i$)

calculate probability to measure transcript $j$ in cell $i$ by $(p_s)_{ij} = 1 - e^{-x_{ij} \theta}$

generate $y_{ij} \sim U[0,1]$
if $(p_s)_{ij} \leq y_{ij}$ then transcript $j$ in cell $i$ is counted as observed

sum up number of observations
→ vector $(o_1, o_2, \ldots, o_N)$
(each entry represents the observed counts within one cell)

Fig. S4. Principle steps of a numerical simulation of a simplified scRNA-seq experiment to obtain observed counts given an input distribution.

Fig. S5. Effects of changes in input CV and success probability $p_s$ on the output CV in three dimensions.

Fig. S6. Effects of changes in input CV and success probability $p_s$ on the fold change of the output CV compared to input CV in three dimensions.
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