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The challenges of research data management in cardiovascular science: a DGK and DZHK position paper
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Abstract
The sharing and documentation of cardiovascular research data are essential for efficient use and reuse of data, thereby aiding scientific transparency, accelerating the progress of cardiovascular research and healthcare, and contributing to the reproducibility of research results. However, challenges remain. This position paper, written on behalf of and approved by the German Cardiac Society (DGK) and German Centre for Cardiovascular Research (DZHK), summarises our current understanding of the challenges in cardiovascular research data management (RDM). These challenges include a lack of time, awareness, incentives, and funding for implementing effective RDM practice; a lack of standardisation in RDM processes; a need to better identify meaningful and actionable data among the increasing volume and complexity of data being acquired; and a lack of understanding of the legal aspects of data sharing. While several tools exist to increase the degree to which data are findable, accessible, interoperable, and reusable (‘FAIR’), more work is needed to lower the threshold for effective RDM not just in cardiovascular research but in all biomedical research, with data sharing and reuse being factored in at every stage of the scientific process. A culture of open science with FAIR research data should be fostered through education and training of early-career and established research professionals. Ultimately, FAIR RDM requires permanent, long-term effort at all levels. If outcomes can be shown to be superior and to promote better (and better value) science, modern RDM will make a positive difference to cardiovascular science and practice.



Introduction
The increasing use of –omics (multi-omics) and other high-throughput techniques, (semi-) continuous monitoring of vital parameters, and advanced high-resolution, multidimensional, and multimodal imaging has led to a rapid increase in the volume of data obtained by cardiovascular researchers. Data are collected at ever finer levels of structural and functional complexity, in an approach sometimes referred to as ‘biological reduction’ [1]. At the same time, unprecedented volumes of pre-clinical and clinical data, including so-called ‘big data’ from electronic medical records and mobile health (mHealth) devices, are now available, facilitating the study of structurally and functionally complex systems up to the societal level, in an approach sometimes referred to as ‘biological integration’. Meanwhile, governments, funders, and journals have begun to adopt policies that encourage or even require sharing of research data in a findable, accessible, interoperable, and reusable (‘FAIR’) way [2-6].
However, there are significant barriers to effective and responsible research data management (RDM) in cardiovascular science that must be overcome. First, there is a lack of standardisation in how data and metadata are collected, processed, and shared. Second, researchers often lack sufficient time, funding, or incentives to share their data. Third, the volume and complexity of data being collected makes the identification of meaningful and actionable data increasingly difficult. Finally, there are complex ethical and legal aspects of sharing data that researchers should understand, for example when dealing with sensitive data or sharing data across the borders of the European Union (EU). Aside from hindering scientific progress, these challenges also represent societal, economic, and ethical problems, as they cost valuable time and resources that could potentially delay the development of new preventative, diagnostic, and therapeutic techniques [7]. Addressing these challenges will make it easier for researchers to use and understand their own data and the data of others. 
The 3rd Joint German Cardiac Society (DGK) and German Centre for Cardiovascular Research (DZHK) Translational Workshop was held in Bonn, Germany, in September 2022 to discuss the challenges and potential solutions associated with RDM in cardiovascular research; the topics, opinions, and findings discussed during the workshop are presented here. This position paper, written on behalf of and endorsed by the DGK and DZHK, identifies and describes challenges that scientists and clinicians currently face when collecting, using, and reusing data in the field of cardiovascular research and beyond. It then provides recommendations for improvements in RDM practices, informed by standardisation efforts and guidelines from related domains.
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Scientific data are the product of processes that may be grouped together in a ‘data lifecycle’ (Figure 1) [8], in which data from one study are used in the planning or execution of subsequent studies. Effective RDM involves every step of the data lifecycle.
The data lifecycle begins with data stewardship – even before data collection: Planning the long-term and sustainable care of research data (‘data stewardship’) should ideally happen before data are collected, not after. Although data management is generally well-regulated in clinical trials, this is not necessarily the case in most basic biomedical research. When planning a study, we recommend that researchers formulate a data management plan that considers how data and metadata will be collected, stored, annotated, and analysed, and how and where the research artefacts, including the data and metadata, will be shared [9-12].
The data lifecycle does not end at publication: Researchers should also recognise that the data lifecycle does not end at publication: the value of data is determined not only by the utility of the data for the initial investigation that motivated their collection, but also by how they are shared and reused. This can have direct benefits for researchers: publications that allow readers to access the data (e.g., by providing a link to the data in a repository) are cited more often, and therefore may be expected to have greater scientific impact [13].
Access to data and reproducible analysis is essential for transparency: There is an ongoing reproducibility crisis in science [14-16]. In many cases, the inability to reproduce results may be due to a lack of access to the original raw data, metadata, or other information necessary to replicate experiments. This may mean valid findings cannot be replicated, casting them into unnecessary doubt. Improved documentation and sharing of data and its processing will allow researchers, peer-reviewers, and journals to understand exactly how work was carried out, and to accurately assess the validity of published data even long after the conclusion of a study [12]. In addition, negative findings or studies documenting the inability to reproduce previous work should be made available on open-access preprint servers (such as https://www.bioRxiv.org or https://www.medRxiv.org) if they cannot be published as peer-reviewed articles. Recent initiatives by journals to address this problem, such as the open call by the Journal of Molecular and Cellular Cardiology Plus for papers that address scientific reproducibility and the reporting of negative results, are encouraging. 
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To use data effectively, users need to be able to understand the nature and limitations of the data. This information can be communicated using metadata that documents everything from methodological information (describing how data were obtained, processed, and analysed) to biological information (cell types, model strains, exact interventions applied, and auxiliary parameters such as environmental variables, etc.) [17].
What are metadata? Metadata are ‘data about data’, and provide important information on the context, quality, structure, and condition of data [12,18]. There are many types of metadata, including descriptive (e.g., species, animal protocols, sample, environmental parameters), administrative (e.g., who collected the data and when), and structural metadata (e.g., how data relate to other data in the dataset). Metadata – especially adequate annotations using recognised metadata standards – are important for ensuring that research data are FAIR [18,19]. 
Who creates metadata? Metadata documentation is ultimately the responsibility of the investigators who collect the data, but researchers may lack the time or expertise to generate good-quality metadata [18]. Some devices that generate high-throughput or high-density data (e.g., imaging systems) store relevant metadata automatically; these resources are often directly linked to acquired data, making documentation much easier. In all cases, however, metadata documentation requires expertise and care and should be carried out with access by others in mind. Protocols, for example, should be structured, use standardised terms instead of user- or lab-specific abbreviations and jargon, and they should clearly specify the equipment, materials, and software used. Analysis should also be reproducible, and metadata should document all software and database versions used, as well as the specific parameters [20]. This can be done automatically using advanced workflow management systems such as Galaxy [21]. 
Research teams may enlist the services of specialist ‘data stewards’ to assist with data management, including metadata documentation; these roles require funds that are usually not available, however. To maintain bioinformatics tools for sustainable and qualitative analysis of large datasets, the German government established de.NBI, a national bioinformatics infrastructure to provide first-class tools and services, and relevant training for life science and biomedicine (https://www.denbi.de/), enabling researchers to generate good-quality metadata.
Metadata and data should be linked: Metadata and the data they describe are usually separate entities; it is therefore important that metadata include the corresponding dataset’s unique and persistent identifiers (and vice versa) so that both can be linked. Researchers may wish to use standards such as FAIR digital objects (https://fairdo.org/) and the Research Object Crate (RO-Crate; https://www.researchobject.org)[22] format, which aim to provide a mechanism to not only link data and metadata but also the associated analysis workflows, software, protocols, publications, presentations, and licensing information.
Researchers should adhere to metadata standards: Metadata standards are documents that establish how data should be structured and understood, by defining and describing the common elements that make up the metadata. The Dublin Core, for example, is a set of 15 metadata elements to help identify and organise digital resources, including the title, creator, format, and description of the resource (https://www.dublincore.org). Worryingly, however, many academic researchers may not use a specific metadata standard, which may severely limit the discoverability and reusability of the data and suggests that researchers need better support, training, and education concerning metadata creation [8].
Metadata should be made available: An analysis of thousands of single-cell RNA sequencing publications and datasets found that less than a quarter of studies provide cell-level metadata with identified cell types, even though such information is necessary for replicating prior work or reanalysis [19]. Researchers should ensure that metadata are made available along with the accompanying data.
How can metadata documentation be improved? Training and education may be helpful, including offerings by groups such as the International Science Council’s Committee on Data (CODATA; https://codata.org/). The adoption or adaptation of community standards, such as the Recommended Metadata for Biological Images (REMBI) [23] and Investigation Study Assay (ISA) framework (https://isa-tools.org/)[24] is recommended to ensure consistent use of metadata. ISA for example has been successfully used in conjunction with domain-specific annotation requirements such as those within the open cell migration community [25]. Similarly, minimum reporting standards have been developed for many areas of biomedical research, and (if adhered to) form an invaluable resource for FAIR RDM. Where community standards do not yet exist, research teams are encouraged to self-organise and create common reporting formats for data and metadata, and to document them publicly [26]. 
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The FAIR principles for scientific data management and stewardship were defined in 2016 by a group of scientists and private organisations with an interest in overcoming the barriers to data discoverability and reuse [27]. The principles provide comprehensive and practical guidelines for ensuring data and metadata are FAIR (www.go-fair.org/fair-principles). Funders, journals, and policymakers are increasingly requiring the implementation of the FAIR principles for all research data and other related digital objects. Consideration of the FAIR principles should begin when a project application is written and continue throughout the data lifecycle.
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While the FAIR principles provide a framework, it remains the responsibility of researchers to decide how they will ensure their data and metadata are FAIR. Fortunately for researchers, there are materials that can be used for guidance to implement the FAIR principles at the project, group, and institutional levels (Table 1). However, the complexity of implementing the FAIR principles differs between analyses and data types. Researchers may lack time or funding, or awareness and understanding of the FAIR principles or the various initiatives that aim to support FAIR data practices. 
Implementing FAIR needs to be made easier: To ensure widespread adoption of the FAIR principles, the threshold for implementation needs to be reduced substantially, such as with simple-to-use tools for easy data deposition and access via dedicated repositories. This is an area where national and international cardiovascular research societies, funding bodies, and publishing houses could drive progress for RDM in cardiovascular research. This may take the form of software solutions, such as the development of software that allows researchers to deposit specific sets of data (for example, the data for creating a figure) into a ‘data container’ for automated assignment to different data categories. These data could then be linked to the relevant published paper; readers could access the data by clicking on any figure in the paper (in HTML and PDF formats, for example). This would require significant expertise to develop, but comparable systems linking figures to data have been proposed [28].
FAIR data are not necessarily ‘open’ data According to the Open Data Handbook, open data are data that ‘can be freely used, reused, and distributed by anyone’ (http://opendatahandbook.org/guide/en/what-is-open-data/). The FAIR principles, in contrast, do not require data to be open. Although data should be findable and reusable, researchers may have good reasons to prevent public access of data, whether for privacy, national security, commercial, or intellectual property reasons (https://www.go-fair.org/resources/faq/ask-question-difference-fair-data-open-data/). However, researchers should nevertheless define a process by which data can be accessed and state the conditions under which data may be reused.
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Whether working with approaches that build on biological reduction or biological integration, the huge volume and complexity of data that can be acquired with modern techniques limits data findability and requires dedicated infrastructure (data repositories, for example) if data are to be shared effectively. There are also currently few incentives for researchers to share their data.
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Which data should be shared for reuse? While the idea behind open data may be to share all data [12], FAIR data sharing does not require sharing and storing everything forever. Data which are known to be flawed, due to experimental error for instance, may not need to be shared. The distinction between good-quality data and poor-quality data may not always be obvious, however, and will depend at least in part on subjective evaluation by researchers [18]. In addition, researchers should decide whether to share raw data or processed data. Research teams, institutions, and governments should define clear data-sharing policies to ensure that researchers understand which data should be shared and how. 
How should data be shared for reuse? Data repositories are centralised storage spaces where datasets can be deposited for access and reuse by other users (although authorisation and authentication may be required) and are an important part of the data sharing infrastructure. There are several thousand data repositories, ranging from generalist repositories to specialist repositories for specific kinds of data.
Choosing a data repository can be challenging: Given the huge number of repositories, each with their own data standards and policies, researchers should take care when choosing a repository for their datasets. Services such as re3data (https://www.re3data.org) or FAIRsharing, a searchable interconnected registry of data standards, databases, and data policies across all research areas, provide a means to discover relevant repositories that meet FAIR requirements (www.fairsharing.org)[24]. International cross-discipline efforts have focused on the development of a minimal set of descriptive repository attributes, for example a common core set of metadata fields in a registry of repositories [29]. Providing these attributes in a human- and machine-accessible format, such as within FAIRsharing, can help researchers discover and select an appropriate repository. At minimum, repositories should automatically provide a globally unique and persistent identifier to every element of each dataset [30]. Identifiers should be persistent, even if data are moved from one repository to another, to prevent ‘link rot’ (a phenomenon in which hyperlinks tend to stop pointing to their original target page or file over time) and ensure continued access to the data for future research [30]. Repositories should also require deposition of sufficient metadata to allow other users to understand, process, and compare the data in a meaningful way. In the field of next-generation sequencing, the most common data portals (NCBI’s Sequence Read Archive and EMBL-EBI’s European Nucleotide Archive) require uploaded data to include detailed and well-defined metadata, including information on biological samples, experiments, and linked publications [31]. 
Some repositories are curated, providing additional services such as ensuring that submitted data function correctly, are adequately documented, and are deidentified or anonymised if relating to human beings. The Proteomics Identifications (PRIDE) Archive database, for example, is a centralised, curated, and standards-compliant public data repository for mass-spectrometry-based proteomics data (https://www.ebi.ac.uk/pride/) [32-35]. In all cases, however, researchers should be mindful that repositories can and do shut down, and investigators may need to re-upload data to another appropriate repository.
Infrastructure is key: Data use and reuse rely upon infrastructure at the local, national, and international levels. Given the increasing size of datasets, data reuse may also be severely limited by physical infrastructure, particularly data transfer speeds and available bandwidth. Data storage also has high energy and environmental costs, at least if it involves ‘spinning discs’ – which is considered the safest version of electronic data storage as continuous checking can be part of the process. To reduce storage costs, lossless data compression methods are needed. In the case of sequencing data, the CRAM data format files are up to 50% smaller compared to the BAM format (and even smaller compared to the original FASTQ format) without losing information present in the raw data [36]. 
While initiatives like the European Open Science Cloud (EOSC; https://eosc-hub.eu/) may one day provide infrastructure to support open science practices, more immediate improvements to physical infrastructure are largely out of individual researchers’ hands and require significant investment by institutions and charitable or governmental organisations. In Germany, the National Research Data Infrastructure (Nationale Forschungsdaten Infrastruktur, NFDI, https://www.nfdi.de/) aims to create a permanent digital repository of knowledge in which datasets from science and research are systematically accessed, networked, and made usable. The UK Biobank prospective cohort is a continuously expanding resource with large-scale and in-depth phenotyping and genomic data that is primarily funded by Medical Research Council and Wellcome [37].
Funding for development and maintenance of new or existing data sharing infrastructure is likely to be significant and support from government bodies and large charitable organisations is usually necessary. The UK Biobank, for example, has core funding of £180 million and is supported in part by the UK Department of Health, the National Institute for Care and Research, and Medical Research Council, as well as major charities including the Wellcome Trust, the British Heart Foundation, and Cancer Research UK. Similarly, the NFDI is supported by the German Federal Government and the individual German states, and the EOSC builds on infrastructure supported by the European Commission and EU member states.
Improving secure access to data: A federated and secure approach to data access, for example through an identification system that allows researchers to securely access data repositories from anywhere in the world (comparable to Eduroam for wireless internet access) may also reduce the barriers to legitimate access and reuse of data, while ensuring that only approved users are able to access data. Such a scheme would require the involvement of researchers, academic institutions, and the repositories themselves, as well as possibly involving national and international government bodies.
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Provide incentives to share data: Journals are increasingly requiring authors to include a link in their papers that directs readers to the repository hosting the relevant dataset. Publications that are linked to the underlying research data are cited more often in an effect akin to the open-access citation advantage [13,38]. However, if data repositories are to realise their potential, it will be necessary to further incentivise contribution. Measures of scientific productivity, and the associated academic recognition and rewards, remain focused on the number of publications and citation rates in academic journals, rather than the collection and sharing of data [39-40]. Researchers who share well-annotated datasets via repositories should be recognised and rewarded by funding bodies and universities in a suitable manner [41-42]. 
Although most researchers may be willing to share data with other researchers [8], they may lack the time, resources, and skills to do so effectively [18]. In these cases, institutions should ensure adequate funding, training, and education are available. Researchers who do share their data should set an example to their peers by including a link to repository data in any articles that use those data; this will also help increase the findability of related datasets and thus reduce one common barrier to access, while helping to further normalise data sharing [43]. Researchers should also work with their community to define standards and expectations for the management, sharing, and reuse of data and associated metadata. At least initially, this will take time – which is already scarce – away from research, but action can be a simple case of joining an already existing initiative such as one of the many working and interest groups within the Research Data Alliance (https://rd-alliance.org/).
Cite data, not just publications: Some researchers may be hesitant to share data for fear of other researchers using the data for their own publications without the original investigators being credited, or worse, of being ‘scooped’ or having their data misrepresented [44,8]. Publication embargos give researchers the chance to publish their findings before data are widely shared; however, embargos may put unnecessary time pressure on research groups to publish within short timeframes and may unintentionally delay bona fide analysis by other research groups [40]. Some researchers choose to include the original investigators as co-authors on any publication that results from data reuse [45,46]; however, this practice may not align with how journals decide who or who does not qualify as an author (particularly if the original investigator has only contributed data). It also raises the question of how many original investigators should be included, and it may create difficulties if the original investigators disagree with the new methods, findings, or conclusions [39,40,45,47]. An alternative may be to ensure that data are credited or cited wherever they are used or reused. In the interests of fairness and transparency, journals and publishers should require authors of publications that reuse data to credit the investigators who collected the original data and cite the original dataset [39,41,42]. Data-source crediting would allow some academic recognition and reward for data sharing, and help researchers satisfy funding obligations to share their data [40]. However, such a system would require a standardised format for crediting data that can be used and recognised by journals, academic institutions, and funding bodies. Some work has been done to define such a system: the Joint Declaration of Data Citation Principles recommends the citation of primary data in the same way that literature is cited [41,48], and Pierce and colleagues have proposed an alternative system in which all publications include a link to the underlying dataset via citation of a persistent data identifier that has been issued by a data repository and is linked to ORCID identifiers of the individuals who collected, analysed, and shared the original data [39,42]. Whatever form it takes, the adoption of any data-crediting system will require commitment from authors, journals, and funding bodies [40].
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Cardiovascular research involving biological reduction aims to study complex systems like the heart by focusing on their constituent elements, including genes, proteins, cell types, and their functions. Researchers may choose to share and combine the resulting data within multi-disciplinary consortia, such as the EU-CardioRNA COST Action network (http://www.cardiorna.eu/)[49] or the Encyclopedia of DNA Elements (ENCODE; https://www.encodeproject.org)[50]. However, combining datasets is difficult, and for many data modalities (such as electrophysiology or mechanics measurements) there may be no established processes or structures to support it. 
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Sharing and combining datasets can be challenging due to the heterogeneity of the data involved, particularly if data are obtained using team-specific protocols and with limited standardisation across laboratories. It is important that effective guidance and support for data handling is provided by research teams and institutions to prevent data handling from being conducted in a fragmented and inconsistent manner within individual projects or by individual researchers [18]. 
Standardised terminology: Comparability of data can be restricted by a lack of standardisation in vocabulary, terminology, and coding schemes; even simple parameters such as ‘age’ may be recorded to the nearest day, week, month, or year by different groups, using various units and annotations. Some global standards exist, including the International Organization for Standardization ISO standards, but these are not always adhered to. In addition, the diverse data types involved in cardiovascular research mean that more specific guidelines are needed when collecting and reporting data. Some standardised terminologies for life science experiments are already available, including the HUGO Gene Nomenclature Committee guidelines for human gene names and the Ontology for Biomedical Investigations (https://obi-ontology.org/)[51], which defines terms for various assays, devices, and materials, but greater standardisation of terminology (and better adherence to existing standards) is needed across cardiovascular science.
Standardised protocols and analysis: Beyond terminology, standardised collection, processing, and analysis pipelines are also needed to ensure interoperability and comparability of data. In mature fields such as transcriptomics, standards, guidelines, and resources that collect standards (see FAIRsharing’s transcriptomics resources) may be the norm. There may also be computational frameworks for data processing and handling that researchers can take advantage of, such as BioImageIT and the Galaxy Project [52,21]; the Galaxy Project, for example, is a scientific workflow system that allows storage of information such as the software and database versions used, as well as the applied parameters, thereby aiding the reproducibility of analyses. In other areas, there are multiple standards or guidelines that may need to be harmonised top-down, driven by key opinion leaders. In evolving fields, such as single-cell transcriptomics, however, there is a need to develop and adopt a community-wide standard for the collection and preservation of data and metadata ‘on-the-job’. This may be best accomplished bottom-up, with community-driven approaches. In either case, consensus is required, and standards need to evolve with technology. Agreeing on and maintaining shared standards is likely to be challenging and requires continued, committed effort.
Standardised quality assessment: Combining datasets ultimately depends on the quality, completeness, and validity of the data being shared. Sample quality is an important but often overlooked element of research, particularly when dealing with raw data from approaches building on biological reduction. Poor-quality samples can lead to poor-quality or even invalid data, which may be especially difficult to detect and exclude once data have been pre-processed, particularly if those reusing the data are unable to determine how data were collected or how sample quality was assessed. It is therefore important that poor-quality samples are excluded from analyses before they may be shared with others. This process is necessarily somewhat subjective, so standardised metrics and assessment protocols for sample quality may be needed [53].
Quality assessment of samples is also a prerequisite for translating research findings to clinical applications. Using RNA sequencing as an example, data quality and the reproducibility of findings are highly influenced by sample quality, since RNA molecules are relatively unstable as initial material for several downstream applications, and adequate standard operating procedures should be followed for sample (i.e., biological fluid or tissue) collection, handling, storage, RNA extraction, and quality control. Potential clinical applications for both circulating RNA-based biomarkers and quantitative PCR have been hindered by a lack of technical standardisation. Similarly, poor quality control of purified protein samples can lead to irreproducible or misleading downstream observations and attempts to standardise quality assessment of protein samples have been advanced [54]. Groups such as the EU-CardioRNA consortium are helping to define harmonised, standardised guidelines for RNA handling [55-58]. Professional biobanks, set up as core facilities in many university medical centres around the world, also offer support regarding standardisation of sample processes and quality control [59].
The importance of quality assessment as part of responsible RDM can also be seen in the context of imaging data. Quantitative imaging (electron and light microscopy) is now one of the main experimental and pre-clinical research modalities in cardiovascular science. The drive to develop approaches with ever higher throughput means more imaging data than ever are produced and made available, and this requires a unique set of sample quality assurances. Parameters such as time of sample preservation in relation to organ excision or cell isolation should be recorded. In the case of time of sample preservation, cardiac tissue and cells remodel rapidly ex vivo, which could lead to erroneous conclusions regarding sub-cellular structure. For example, over 50% of cardiomyocyte caveolae disappear within 8 hours after cell isolation, affecting cellular nano-domain architecture and changing membrane capacitance [60]. 
Reporting guidelines: The adoption of community reporting guidelines (or minimum information standards) that describe how to report everything from sample quality to the data processing protocols used can facilitate data sharing, streamline workflows, and allow for the long-term preservation of and access to information [26,43,61]. 
Guidelines and tools for reporting experimental data already exist in several areas of life science and clinical research, including metabolomics (https://github.com/MSI-Metabolomics-Standards-Initiative/CIMR/) proteomics (https://www.psidev.info/miape), high-throughput nucleotide sequencing [62], single-cell RNA sequencing [19,63,64], description of biospecimen quality [65], and animal research [66]. BioCompute (https://www.biocomputeobject.org) is an example of a community-driven framework for the standardised reporting of data [67], whereas the Global Alliance for Genomics and Health (GA4GH; www.ga4gh.org) is developing standards for responsibly sharing genomic data, and has recently defined the ‘Phenopacket’ schema as a way to share clinical longitudinal phenotypic information about patients [68]. Initiatives like the OMOP Common Data Model (https://www.ohdsi.org/data-standardization/) can be used to standardise the format and content of observational data across databases, allowing for evidence generation using data from a wide variety of sources. However, many researchers may not adopt or adhere to reporting guidelines due to limited time, funding, or awareness [8,18]. 
To avoid wasting time and resources re-creating existing initiatives and standards, it is important that researchers first determine whether an existing set of tools or standards suits their needs before starting their own initiatives. One way to accomplish this may be for funding bodies to require an evaluation of suitable tools or standards for successful applications. Existing standards can be explored within the FAIRsharing standards registry (https://fairsharing.org/standards), while registries such as bio.tools (https://bio.tools/) provide information about software tools, databases and services for bioinformatics and the life sciences. The use of complex standards can be time-consuming to learn, however, and since most research sites lack a documentary workforce, appropriate tools for simplified working with reporting guidelines are needed. 
Where reporting standards do not exist, Crystal-Ornelas and colleagues have formulated guidelines for research communities who wish to self-organise and create community-centric reporting formats for data and metadata, from the identification of existing standards and best practices to the creation of documentation and training resources [26]. 
Better standardisation and sharing of data are possible: The lack of standardisation in data collection, processing, and analysis means that data are increasingly heterogeneous, limiting comparability and reusability. However, the challenges are not insurmountable: large-scale collaborative initiatives like the National Sleep Research Resource (www.sleepdata.org) and the UK Biobank (https://www.ukbiobank.ac.uk) have shown it is possible for researchers to organise and collaborate on the collection and sharing of large volumes of health data for their mutual benefit, despite the challenges. Although it is important to recognise that there is unlikely to be a ‘one-size-fits-all’ solution, these initiatives may provide a model for similar efforts in cardiovascular science.

[bookmark: _Toc122449160][bookmark: _Toc127453925]Data Challenges Arising From Approaches Building on Biological Integration
Approaches to cardiovascular research involving biological reduction have led to significant advances in our understanding of specific systems within the heart. However, putting these findings into a wider biological context requires ‘integrative’ approaches. These involve combining information from multiple disciplines, for example linking genome sequencing data with basic and clinical functional and structural data, or computational modelling data.

[bookmark: _Toc127453926]Identifying meaningful, actionable data: functional studies
The increasing availability and adoption of longitudinal monitoring and mHealth technologies means that large volumes of functional data can now be collected at a patient level via smartphones and other personal electronic devices [69,70]. However, much of this information is underused in integrative studies for various reasons (e.g., the data are of insufficient quality for scientific analyses or are not comparable with data obtained using older techniques). Given the volume of data available, it may also be difficult for researchers to identify meaningful and actionable data for clinical applications.
Data may not always accurately reflect disease status: Functional data, such as vital signs, are routinely collected longitudinally in clinics and may be used to categorise patients by disease status or determining the severity of disease. However, the data may not accurately represent complex pathophysiological mechanisms that underlie disease and may not efficiently utilise the full spectrum of data sources that are available [71]. In the case of sleep-disordered breathing, for example, functional data are often collected for a single night only, ignoring night-to-night variability. Therefore, the apnoea-hypopnoea index, reflecting the number of apnoeas and hypopneas per hour sleep, may not accurately represent the severity of sleep apnoea [71]. However, new technologies, including mHealth, may allow researchers to adopt a more complete, disease- and patient-oriented approach using more dimensions of time-series data, for example. Patients are increasingly collecting their own data via mHealth devices, including smartphones and smartwatches [70]. These devices represent valuable data sources for integrative approaches, but the quality of the data they provide in a clinical setting is reliant on patient adherence and cooperation [72,73]. Patient education on the use of mHealth technology may help improve motivation and adherence, and thus improve the quality and quantity of data collected. 
Identify and focus on meaningful, actionable data: Given the volume of data that can be collected with technologies like mHealth or modern high-throughput techniques, it is important that researchers focus on data that are meaningful (e.g., data that are relevant to the disease being studied) and actionable (e.g., data that can be used to inform a specific treatment decision). In a clinical setting, structured care pathways (healthcare management plans for specific groups of patients) can be used to select appropriate mHealth technologies, educate patients on their use, and agree on a mHealth monitoring plan [74]. Collaborations between scientific researchers, healthcare providers, manufacturers, software developers, and insurance companies may provide an opportunity to influence and guide the development of new devices, common interfaces, and software to improve the quality and utility of data collected and how those data are integrated with other clinical and scientific data. However, data security, including deidentification or anonymisation where necessary, should remain a priority when working with mHealth data [75]. New technology (whether mHealth or otherwise) is also often introduced without information on internal data processing algorithms or sufficient guidance on how the resulting data should be interpreted or integrated into treatment plans. Better guidance from manufacturers is needed to ensure researchers and clinicians can effectively use the most appropriate available technologies, better identify useful meaningful and actionable data, and improve treatment decision-making and risk assessment. 

[bookmark: _Toc122449162][bookmark: _Toc127453927]Computational modelling: the importance of raw experimental data 
Computational modelling allows cardiovascular researchers to combine large amounts of data into mechanistic or phenomenological biophysical models. For example, simulations of cardiac electrophysiology are being used to improve our understanding of the mechanisms of atrial fibrillation and the action of pharmacological interventions and thus improve clinical care [76].
Raw data are essential for calibration and validation: Computational models rely on raw data for model conceptualisation, generation, calibration, and validation. However, as raw data of the required quality are often unavailable, calibration of models typically relies on published ‘summary’ data (or, often, other pre-existing models, based on data from various species [77,78]. A lack of model validation can result in overfitting and poor predictive capabilities and is not acceptable for real-world application of these models; greater availability and accessibility of raw experimental data may allow for easier and improved model calibration and validation. 
Model benchmarking: For a given system, there may be many models available – some more and some less well-suited to any given application – and it can be difficult for researchers to choose or compare them. Better benchmarking (structured comparisons based on pre-defined metrics) and better curation of experimental data may facilitate the convergence of model structures. This has been attempted, led by models from the cardiovascular field, using mark-up language-based model repositories, such as CellML (https://www.cellml.org/). These repositories not only accumulate published models and ‘translate’ them into an Esperanto-like format, but also offer curation and backwards-compatibility testing using automated benchmarking that runs in the background of the model repository. This approach has been highly influential and is being extended from cell to tissue and other levels of systems integration [79]. 

[bookmark: _Toc122449164][bookmark: _Toc127453928]Other challenges 
[bookmark: _Toc122449163][bookmark: _Toc127453929][bookmark: _Toc122449165]Data security, patient consent, and increasing patient control of data
Legal aspects of sharing sensitive data: Sharing sensitive data is rightfully strictly regulated, but levels of regulation differ internationally, which can make the sharing of data with researchers outside the EU difficult. This difficulty is justified given the risks associated with improper sharing of personal data, but nevertheless it presents a challenge when researchers wish to work together within international consortia. The EU’s General Data Protection Regulation (GDPR), for example, applies to the processing of personal information, including data that may be used in biomedical research. Health data are considered ‘sensitive data’ and requires the highest level of protection [74,80,81]. While GDPR represents a significant harmonisation of EU data protection laws, it has generated discussion and confusion among researchers as to how and when it applies. Education is needed to ensure that researchers understand when and how data may be shared, what researchers need to do to ensure that they are in compliance with GDPR and other applicable laws, and what technology is available to allow data sharing while maintaining security (e.g., via federated machine learning). But even if data sharing regulations are strictly adhered to, advances in image processing algorithms may allow identification of individuals from formally anonymised data, such as MRI images [82], which highlights the need for caution and the limits of personal data protections approaches as they currently stand.
Improving data security through decentralised machine-learning techniques: Machine learning involves the use of algorithms to build predictive models based on large sets of sample or ‘training’ data and provides an opportunity to process and analyse data at an unprecedented rate and at great depth and may allow for better detection and risk prediction of cardiovascular problems such as heart failure [83]. In ‘local’ learning methods, training models use data from a single centre; this is the most secure approach as data are not shared with other centres. Central learning involves sharing raw data between centres via a dedicated server; this allows models to access a larger set of training data, but also means data are at greater risk of being intercepted. In clinical studies, the training data being shared may include sensitive patient health information. Patient confidentiality concerns may be partially addressed through decentralised machine learning techniques, such as federated or swarm learning via systems such as Personal Health Train and DataShield [84,85]. Federated learning involves local training of algorithms, with only parameters (e.g., from a neural network) being shared to a dedicated server; this is more secure than central learning as no raw data are shared between centres. Swarm learning uses technologies such as blockchain to further decentralise machine learning and may represent an even more secure alternative to federated learning [86].
Giving patients control of their data: Providing patients with control of their data may also improve data security. The Personal Medical Safe (PROMISE) research project, for example, gave patients control of their own genomic data via a mobile app, allowing them to accept or decline requests to use their genomic data in studies via the app [87]. Most patients felt the app was a suitable solution to the sensitivity of genomic data and reported satisfaction at being in control of their own data. This approach is not without risk however, particularly if patients do not feel confident making decisions about how their data should be used; several patients in the study reported feeling afraid of being responsible for their own data [87]. This approach would also require greater efforts to inform and educate patients about the research questions for which their data may be requested.
Managing patient consent data: In research involving patients, consent must be managed and documented appropriately. Patient intent is often to allow sharing of their data if it will improve diagnostic and therapeutic options [88,89], but lack of information on the exact parameters of consent may prevent reuse of data where consent exists but is not easily traceable. Digitisation and automation of (remote) patient consent is increasing and may help to improve access to samples and data as details of patient consent can be more efficiently traced. Improved training of physicians with regards to consent and sensitive data is needed. The most desirable option would be a general ‘broad consent’ that is part of patient admission protocols; the general adoption of such a standard in German hospitals is unlikely in the short- to medium-term [90], although templates have been developed for this purpose by several initiatives (https://www.akek.de/biobanken/; https://www.medizininformatik-initiative.de/de/mustertext-zur-patienteneinwilligung). 
Managing and documenting patient consent for organ donation is particularly challenging as practice and legal restrictions can vary significantly by jurisdiction. Countries may operate opt-in (e.g., Germany) or opt-out systems (e.g., Spain and Austria), and may or may not require explicit consent by the donor and/or their family. There may also be limits on how donated organs may be used. In the United Kingdom, for example, donated organs and tissues that are not suitable for transplantation may be used for research with the permission of the donor or their family (https://www.organdonation.nhs.uk/helping-you-to-decide/about-organ-donation/consent/). In Germany, however, organ donation is exclusively intended for medical use in transplantation, and excludes otherwise typical applications such as training, quality control, and research. The fact that this tissue must be discarded, despite being uniquely valuable for research, also poses a significant RDM problem as it contributes to a lack of control data in human beings – the very species for whom biomedical research is conducted. This raises a serious question about the scientific and ethical costs of not using human healthy cardiac tissue in research, particularly when a donor agreement is available and a transplant is not possible for other reasons (medical, logistic, etc.), something that occurs for between 20% and 70% of organs donated in Germany [91]. 

[bookmark: _Toc122449166][bookmark: _Toc127453930]The societal costs of cardiovascular research
Data sharing and FAIR research help offset the societal cost of scientific research: Scientific research comes at a cost to society: taxpayers, industry, and private donors provide funds for research projects; patients provide samples and sensitive personal data; research animals must be bred, cared for, and sacrificed; time and resources are spent on the education and training of scientists and clinicians; infrastructures must be set up to allow experimental and clinical research. The financial costs of non-FAIR data can be quantified: a study by the European Commission estimated that not having FAIR research data costs €10.2 billion per year in Europe, with an additional estimated €16 billion impact on innovation; it is worth mentioning that these figures do not include the non-quantifiable benefits of making data FAIR [92]. The societal cost of research, including the burden on taxpayers, can be partly offset by more efficient use of data, particularly through data sharing and reuse. Making data FAIR will increase the value of the data obtained, potentially accelerate progress in the improvement of therapeutics and diagnostics, and maximise the return on investment for funders. However, data reuse is not without costs, including the time required for RDM, data sharing, dataset evaluation, and dataset merging.

[bookmark: _Toc122449167][bookmark: _Toc127453931]Who Is Responsible for RDM in Cardiovascular Science?
Effective RDM in cardiovascular science requires committed action at all levels, from researchers to health authorities.
Researchers: Researchers are ultimately responsible for ensuring that research data are suitably managed and shared according to the FAIR principles. This includes ensuring that data are adequately documented and made available for reuse as appropriate. Researchers may also be responsible for effective RDM in a more direct way: many funding bodies require researchers to have a data management plan as a condition of funding [8]. Regardless of whether individual funders require such plans, funding bodies are likely to have higher expectations with regards to the scientific value and impact of the research they support given the highly competitive global research environment at present; it is therefore in the interests of researchers to take the necessary steps to ensure that their data has the greatest impact and utility. Researchers should also aim to set a good example to their peers (and the next generation of scientists, though hopefully they will be the emerging drivers of modern-day RDM) by making data available where possible, and citing or crediting data sources.
Data stewards: Although researchers are ultimately responsible for the management of their data, some institutions employ dedicated data stewards [9]. Data stewards work in collaboration with the data acquirers and users to ensure that data, including metadata, are fit for purpose. Data stewards can provide advice to researchers on every step of the data lifecycle and help ensure that data are handled in an appropriate manner that is compliant with local and national policies, community standards and guidelines, and principles such as FAIR.
However, data stewards are not currently part of standard cardiovascular research infrastructures. Even where present, they cannot alone be responsible for ensuring data are obtained, analysed, and shared appropriately. Data stewards also cannot be solely responsible for training data generators and data users; this task should be performed by the institutions responsible for general training and education, with data stewards providing domain-specific education. In addition, researchers may not be aware of data stewards or their capabilities; institutions should ideally provide funding, education, and training so that data stewards can be integrated into research.
Journals and publishers: Journals and publishers should require authors to include links to all relevant raw or processed data, metadata, and other relevant materials in their submissions when publicly available (for example using the RO-Crate format). Where data are not publicly available, data sharing statements should indicate how the data may be accessed or requested, and authors or organisations should be expected to make data available upon request. Links to appropriate software repositories and archives of particular versions of software should also be considered for inclusion according to the recommendations of the community, such as the RDA FAIR4RS WG [93], the Software Sustainability Institute (https://www.software.ac.uk/https://www.software.ac.uk/), and Software Heritage (https://www.softwareheritage.org/https://www.softwareheritage.org/). Journals should also take greater responsibility for confirming that submitted materials include working links to the raw data, metadata, and other relevant materials, ideally via a persistent identifier (like the digital object identifier or DOI). However, given the limited resources of many journals (and the high burden already placed on the peer-review process), the ultimate responsibility will continue to lie with authors to provide working links at submission. This calls for lower-threshold tools for data deposition and access, which will need to be funded, developed, and adopted. Publishers should also recognise the importance of negative and inconclusive data and should ensure that they are seriously considered for publication in peer-reviewed journals.
Research institutions, universities, funding bodies, and government organisations: Universities, funders, and government bodies must recognise and reward the collection and sharing of data in the same way that they recognise and reward publication activity. They should also support effective RDM, including data sharing and metadata documentation, via training and education and by defining and implementing data sharing policies. Universities, funders, and government bodies should also be aware of the need to provide sufficient long-term funds for data storage and sharing; this includes funding, improving, and future-proofing repositories, as well as the infrastructure and personnel needed for data storage, sharing, and reuse (e.g., funding data stewards). Although this may seem expensive, the scientific, societal, educational, ethical, and financial costs of not sharing data are likely to be much higher. There is also a need to establish data management training modules at graduate level in research institutions, with more advanced training provided at post-doctoral level. There is a chance to accelerate progress in Germany regarding the education of physicians in terms of the collection, use, quality assessment, and analysis of data via updates to the Approbationsordnung. 
Coordination of RDM practices remains a challenge. Currently, the German Research Foundation (Deutsche Forschungsgemeinschaft, DFG) encourages RDM policy development by each ‘network grant’. Whether this is the most effective way forward remains to be seen, as parallel work, at times even within one university or faculty, would seem counterproductive. However, the diversity of RDM solutions implemented in different consortia (e.g., Collaborative Research Centres), institutions (e.g., the European Molecular Biology Laboratory) and in established public databases (such as the NCBI and European Bioinformatics Institute) mean that many different solutions for RDM are tested. It will be important to consolidate these efforts, which will require a considerable investment of time and expertise. Standardisation of RDM policy across consortia, institutions, and fields of research would be a welcome step forward. 
Finally, while the legal hurdles that need to be overcome when sharing data between, for example, EU- and non-EU-based research teams may be in part mitigated with technical solutions, a definitive solution will require the involvement of national funding bodies and governmental entities.

[bookmark: _Toc122449168][bookmark: _Toc127453932]Conclusions
Data reuse should be factored in at every stage of scientific research, and researchers should foster a culture of open, FAIR science, through sharing good-quality, well-annotated data and metadata in repositories, defining and following agreed-upon standards, crediting and linking to the data of others, and publishing negative results. Researchers should make use of resources such as FAIRsharing (https://fairsharing.org/) and lobby their institution, funders, or colleagues to set out and adhere to policies, reporting guidelines, and tools that are relevant to their discipline.
The cardiovascular research community should also work to make sharing raw data and metadata the norm at all levels; this may require the definition of minimum information standards for use in cardiovascular research [94]. Moreover, it requires incentives to adopt cardiovascular reporting guidelines once they exist (an example of a well-intentioned and broadly endorsed – yet under-utilised – reporting guideline is MICEE [95]). As much cardiovascular research data and accompanying metadata should be made available via public repositories as possible, with the ultimate goal being the long-term and sustainable storage and reuse of data. 
Community-driven standardisation and harmonisation at all stages of the data lifecycle is needed to reduce the heterogeneity of data and ensure good data quality. This standardisation may be top-down or bottom-up, depending on the maturity of a given field of research. Standards should be considered living documents that need to be regularly adapted to new technologies or methods. However, it is important to recognise that there is unlikely to be a one-size-fits-all solution for effective RDM in cardiovascular science. The development, adoption, and application of RDM practices will require careful consideration at all levels and in all areas of cardiovascular research and should be part of the new Ärztliche Approbationsordnung.
To ensure the next generation of researchers adopt best practices, training and education needs to start early (ideally at the undergraduate level); for example, the teaching of Good Clinical Practice should introduce the principles and responsibilities of data management. These measures will require dedicated and committed efforts at all levels. Ethical questions, including the issue of the underutilisation of donated organs, should be raised with the Ethikrat (Ethics Council) in Germany by the DGK and the DZHK.
Institutions, as well as state and national government bodies and publishers, should commit to improving and future-proofing digital infrastructures for data storage and sharing, including funding librarians, data stewards, and IT support personnel. Institutions should also encourage education and training programmes around data generation, data use, data quality, data analysis, and evaluation and reuse of existing datasets. This requires concerted investment into the development of low-threshold tools for data and metadata sharing during data acquisition (electronic records), processing (automated metadata annotation), and publication (low-level access to key data, such as contained in figures, via a ‘data container’).
It is not enough to simply recognise the importance of responsible and effective RDM: it must be put into practice. To enable this, the authors encourage their professional societies and research organisations (including the DGK and DZHK), as well as funding and regulatory bodies, to spearhead a number of initiatives, including: 
(i) supporting initiatives and/or lobbying national funding bodies to aid a more concerted effort to develop relevant RDM processes and tools and FAIR data sharing approaches across the life sciences, including the development of and adherence to minimum reporting guidelines;
(ii) developing a generic (PDF- or HTML-compatible), pragmatic (focussing on data used to create figures in peer-reviewed publications), low-threshold (data container) tool to make a first but definitive step to data sharing that is independent of the research subject, methods used, and level of investigation involved; and
(iii) pushing for generalised ‘point-of-entry’ consenting of patients for the use of their data and any biological materials acquired in the process of diagnostic or therapeutic interventions that would otherwise be discarded, and probing the ethical acceptability of discarding healthy human donor tissue (the biological reference) that may not be used clinically (which must remain the primary aim of all donor organ utilisation).
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Tables and Figures
Table 1. Examples of standards and tools that researchers may use to make their data FAIR.
	Example
	Description

	Research Data Alliance (RDA) 
https://www.rd-alliance.org/ 
	A global, community-driven initiative to build social and technical infrastructure for open sharing and reuse of data, with several working groups in a number of disciplines

	FAIRsharing
www.fairsharing.org 
	A searchable, interconnected registry of data standards, databases, and data policies across many research areas, allowing researchers to discover relevant repositories that meet their requirements [24]

	The FAIR Cookbook 
https://faircookbook.elixir-europe.org 
	A collection of practical ‘recipes’ that provide guidance on the operational steps of FAIR data management, from creating unique, persistent identifiers to declaring data’s permitted uses [96]

	FAIRassist.org 
https://fairassist.org 
	A repository aiming to offer personalised guidance to discover FAIR standards and other resources such as the Data Stewardship Wizard

	FAIR Data Self Assessment Tool 
https://ardc.edu.au/resource/fair-data-self-assessment-tool/ 
	Self-assessment tool from the Australian Research Data Commons that allows users to assess how FAIR their research dataset is by answering simple questions

	ELIXIR Research Data Management Kit (RDMKit) 
https://rdmkit.elixir-europe.org/ 
	Provides a set of best practices and guidelines for FAIR RDM across several life science domains, and journal research data policies [97]

	OpenAIRE 
https://www.openaire.eu 
	Provides resources for researchers for the management and interoperability of data

	Minimum Information about a Cardiac Electrophysiology Experiment (MICEE) [95]
	An example of minimum reporting standards for recording, annotating, and reporting data from cardiac electrophysiology experiments

	‍FAIRsFAIR Data Policy Checklist
https://www.fairsfair.eu/sites/default/files/
FsF_Structured_Policy_Descriptions_
17022022.pptx.pdf
	The FAIRsFAIR FAIR Data Policy Checklist and related structured policy description template provide support for the creation of structured policy documents at the project, institutional, and community level, helping policy-makers to assess whether elements of their data policies are FAIR-enabling 
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Figure 1. The data and metadata lifecycle. 
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PID, permanent identifier; QC, quality control.
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