Deep Learning assisted Peak Curation for large scale LC-MS Metabolomics
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ABSTRACT
Available automated methods for peak detection in untargeted metabolomics suffer from poor precision. We present NeatMS which uses machine learning to replace peak curation by human experts. We show how to integrate our open source module into different LC-MS analysis workflows and quantify its performance. NeatMS is designed to be suitable for large scale studies and improves the robustness of the final peak list.

MAIN
Liquid chromatography-mass spectrometry (LC-MS) is a widely used method in untargeted metabolomics. The post-acquisition raw data processing which aims to detect compound related peaks and distinguish them from noise signals is still a major challenge. Many algorithms and tools have been developed to address this challenge (e.g. XCMS\textsuperscript{1}, MZmine\textsuperscript{2}, Optimus\textsuperscript{3}). Pipelines for the automatic LC-MS raw data processing usually consist of the following steps: definition of regions of interest (ROI), detection of chromatographic peaks, quantification of these peaks, peak matching or grouping for samples within the batch or analysis, clustering of peaks belonging to the same compound. XCMS and MZmine are the most widely used open source software which perform all these steps and provide the user with a table of peaks found in the spectra and their integral intensities for each sample. However, there is a tendency for peak picking software to over-pick peaks (i.e. creating a high number of false positives\textsuperscript{4}), poor consistency between software is another major issue\textsuperscript{5}. Both issues may obstruct or impede downstream analysis and biomedical interpretation of metabolomics studies and thus some kind of manual peak curation is still the norm. This also makes analysis of large scale studies extremely laborious and limits reproducibility of analysis. Recent progress in machine learning (ML) algorithms\textsuperscript{6} and availability of affordable parallel processing hardware (GPUs) has sparked application of deep learning methods in both GC-MS\textsuperscript{7,8} and LC-MS in peak detection\textsuperscript{9,10}. ML has also been used for intra and inter batch correction\textsuperscript{11} in LC-MS.

Here we introduce NeatMS which is designed to serve as an independent deep learning based peak filter tool in existing analysis pipelines. It addresses the over-picking issue by automatically evaluating and classifying peaks based on quality. To achieve this, we introduce three peak quality classes (high, acceptable, “poor quality or noise” – henceforth called noise) and provide a pre-trained neural network to allow for out of the box usage. Transfer learning and complete retraining are also supported, see methods. NeatMS can be easily integrated into existing workflows, see Figure 1.a, it uses a convolutional network architecture shown in (Figure 1.b). Further algorithm details are given in the methods section.
Figure 1: (a) Integration of NeatMS (red) into an existing workflow (blue): Samples are run through the LCMS data acquisition, raw data is processed using standard automated tools to extract peaks, both raw data and extracted peaks are used as input for NeatMS that assigns them to three classes: high quality, acceptable or noise. The classification information can be used in the downstream analysis. NeatMS comes with a pre-trained network and includes all components for retraining and transfer learning.

(b) Architecture of the neural network: NeatMS includes a 2D convolutional base for feature extraction and a classifier made of two fully connected layers. This architecture was chosen due to its high performance in object detection and pattern recognition\textsuperscript{12}. The max pooling layer between the convolutional layers reduces data size in the retention time dimension. This enables a higher abstraction of the data and reduces the number of learned parameters and thus helps to prevent overfitting as well as to reduce computational training effort. The classifier is made of two fully connected layers and uses a softmax function to produce three output values which correspond to the peak classes.

To evaluate the performance of NeatMS we use two data sets with known chemical standards (CS). Dataset 1 consists of 20 quality control samples from the Biocrates P400 kit\textsuperscript{13} consisting of 80 chemical standards (CS) at proprietary concentrations in a lyophilized plasma matrix. Dataset 2 is based on the Biocrates kit calibration sample “Cal 1”, which is matrix free and contains 41 chemical standards. We created a serial dilution in water (1:1.2, 1:1.4, 1:1.6, 1:1.8, 1:2, 1:3, 1:5, 1:7.5, 1:10, 1:15, 1:20, 1:30, 1:50 and 1:100). Following dilution, we added 39 compounds (Biocrates internal standard mix) at the same concentration to each sample to act as internal standards. Each dilution was measured in triplicate. The object of this dilution series was to objectively assess how NeatMS
performed over a range of peak intensities. All data was acquired following Biocrates P400 kit standard protocol on an Agilent 1290 coupled with a Thermo QExactive instrument.

Our NeatMS analysis first evaluates the pre-trained (PT) model. This initial model was trained on a wide range of peak shapes (see methods). Additionally, we used transfer learning to adapt the PT model to the actual dataset 1 by manually assigning a small subset of peaks to the correct quality class and using an 80/10/10 training/test/validation approach (see methods for details); we will call the second model TL. The PT as well as the TL model are provided as supplementary material. All components needed to perform model training and transfer learning are part of the open source NeatMS software. We processed MZmine and XCMS centWave\textsuperscript{14} peak-picking output for set 1 and 2 using NeatMS, employing both the PT and the TL models. Table 1 summarizes the number of peaks and class assignments for dataset 1. Furthermore, the table shows results for the recently published peakonly tool, which also applies machine learning on raw data to detect high quality peaks. Table S1 summarizes all parameters and software versions used and the methods section describes how they were chosen. Further discussion will be focused on NeatMS using the MZmine trained TL model. Results with XCMS could likely be further improved by creating an XCMS-specific trained model.

Table 1: Tool and model comparison using dataset 1 showing average number of peaks found across 20 samples and average percentages of detected CS. The input row shows the results returned by the original peak detection tools (MZmine, XCMS), other rows show the details of the three peak classes given by NeatMS. The total number of peaks after classification is smaller than the input due to the application of a minimum scan number filter that NeatMS uses (default value of 5 is used).

<table>
<thead>
<tr>
<th>Peak number</th>
<th>NeatMS MZmine TL model</th>
<th>NeatMS MZmine PT model</th>
<th>NeatMS XCMS TL model</th>
<th>NeatMS XCMS PT model</th>
<th>peakonly</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>6977</td>
<td>6977</td>
<td>5994</td>
<td>5994</td>
<td>1907</td>
</tr>
<tr>
<td>Classified</td>
<td>5505</td>
<td>5505</td>
<td>4513</td>
<td>4513</td>
<td>Not reported</td>
</tr>
<tr>
<td>High Quality</td>
<td>1069</td>
<td>2127</td>
<td>2280</td>
<td>2635</td>
<td>Not reported</td>
</tr>
<tr>
<td>Acceptable Quality</td>
<td>1945</td>
<td>1817</td>
<td>714</td>
<td>1088</td>
<td>Not reported</td>
</tr>
<tr>
<td>Noise</td>
<td>2491</td>
<td>1560</td>
<td>1519</td>
<td>791</td>
<td>Not reported</td>
</tr>
<tr>
<td>CS found</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Input &amp; classified</td>
<td>94.25%</td>
<td>94.25%</td>
<td>97.13%</td>
<td>97.13%</td>
<td>79.44%</td>
</tr>
<tr>
<td>High Quality</td>
<td>79.31%</td>
<td>88.19%</td>
<td>91.44%</td>
<td>92.94%</td>
<td>Not reported</td>
</tr>
<tr>
<td>Acceptable Quality</td>
<td>11.25%</td>
<td>4.94%</td>
<td>2.13%</td>
<td>3.69%</td>
<td>Not reported</td>
</tr>
<tr>
<td>Noise</td>
<td>(3.69%)</td>
<td>(1.13%)</td>
<td>(3.56%)</td>
<td>(0.50%)</td>
<td>Not reported</td>
</tr>
</tbody>
</table>
**Figure 2:** NeatMS results for dataset 1 (A, B, C) and dataset 2 (D and E) based on TL model and MZmine output. (a) ROC curves showing learning efficacy for three different group separations. The curves are created using the validation set of the TL model learning, high quality class probability returned by the model is used as the varying parameter. (b) Box plots of RSDs: High quality peaks show lower RSD and less RSD variability. Each feature for which peaks were present in at least 4 samples was assigned to a quality based on the most frequently reported class. (c) Venn diagram comparing peakonly and NeatMS. Numbers show averages over the 20 samples: total number of detected peaks (black), percent of recovered CSs (red). On average NeatMS reports 63.5 CSs as high quality, i.e. recovers 79% of original, another 11% are considered acceptable quality. Please note that matching peaks derived by different algorithms is challenging in itself and not completely unambiguous, cf. methods for details. (d) Classification of individual CS over different dilutions and for different tools, NeatMS high quality class outperforms peakonly for most dilutions. Acceptable quality class recovers a substantial number of additional CSs. (e) Sankey diagram showing the distribution of the 41 diluted CSs for all 3 replicates in different quality classes and their change between dilution steps. Each dilution step is represented by a stacked barplot, the widths of the flows between bar plots (dilutions) represent the fraction of CSs going from one class to another.

Median relative standard deviations (RSDs) increase substantially from high quality to noise peaks (Figure 2.b), with acceptable quality peaks falling in between. Our quality class assignment differs strongly from conventional QC-RSD filtering methods because we also observe many noise peaks with low RSDs. This effect is present with XCMS and MZmine for both models (not shown). Figure 2.d and 2.e show that the CSs are consistently found by NeatMS across various low dilution samples and generally tend to move from high to acceptable quality as dilution increases. Eventually some fall into the NeatMS noise category while most can no longer be detected by MZmine as the signal decreases with increasing dilution. Figure S1 (peak width distribution) shows that the noise class is dominated by rather broad peaks while the high quality class shows a consistent peak width distribution independent of the peak area. This indicates that our three classes represent a sensible quality classification for peaks. Figure 2.a (ROC curve) shows that the learning itself was very successful, the model closely resembles the expert knowledge of the trainer. Thus NeatMS evaluation is comparable to but much faster and much more reproducible and consistent than human expert evaluation. While an expert may still perform best for small numbers of peaks, NeatMS must be considered superior for large scale studies with hundreds or thousands of samples and potentially several millions of peaks. By including training and transfer learning functionality into our solution, we empower researchers to adapt the learned classification and filtering optimally to their specific data, needs and preferences.

Table 1 shows that even if we do not use transfer learning NeatMS can still deliver a useful improvement for MZmine workflows. It substantially reduces the number of peaks that need to be considered for downstream analysis. This facilitates e.g. differential analysis either on only high quality or on high and acceptable quality data. For XCMS the separation between acceptable and high quality class is not so clean due to the above-mentioned training approach. Both MZmine and XCMS users can start working with the PT model and will immediately improve their workflow performance and incrementally create further improvements by training better models.

Figure 2.d shows that NeatMS high quality class equals or outperforms peakonly in CS peak recognition for all dilutions. Additional CSs are classified as acceptable. A more detailed comparison for dataset 1 is shown in Figure 2.c (for XCMS we find comparable
results, see Figure S2). NeatMS High and Acceptable quality classes together contain on average more than 90% of CSs. Peakonly reports an average of 1907 peaks, containing on average 79% of the CSs. Approximately the same percentage of CS is contained in 1069 high quality peaks reported by NeatMS. The concordance is however not perfect. Only rarely do we miss CSs that peakonly reports (0.7%). A small portion of the CS matched signals are considered Noise by NeatMS, upon visual inspection our expert usually agrees with the NeatMS algorithm (see Figure S5).

NeatMS requires neither high compute power nor long compute time; all data analysis described in this manuscript can be done with a standard laptop within minutes, all described training can be done with a modern PC within a few hours. NeatMS software is available as open source on github under permissive MIT licence and also provided as easy to install pip and bioconda\textsuperscript{15} packages. NeatMS comes with a comprehensive user documentation, tutorials, and importantly also contains an easy to use training tool. Users can thus create their own models or improve existing one according to their specific needs. NeatMS supports standard input and output formats and is therefore easily added into existing workflows. Thus, it is compatible with many use cases and may help to enable improved and reproducible data analysis for large LC-MS studies.

METHODS
Our software is designed to be easily integrated into existing workflows and is adaptable to different measurement protocols, instruments and preprocessing tools. Therefore, NeatMS can used in different ways. Most frequently it is used to classify an input dataset using an existing model. NeatMS also allows the creation of new or improvement of existing models using training data. The training data can be generated with an integrated labeling tool. For all usage the input data formats are the same and processing always starts with a data preparation step.

Data Preparation
Although the peak detection is performed by an external tool, workflow or pipeline, the signal used for classification is directly retrieved from the raw data. This prevents biases originating from data transformations applied by the different peak detection tools (baseline correction, smoothing, etc...). Therefore, the input data of the module consists of .csv formatted files describing the peaks detected and the raw sample files in mzML format. Other vendor specific raw file formats can be converted into mzML format using the msconvert tool available in ProteoWizard\textsuperscript{16}. The csv input files can be generated using standard preprocessing tools such as MZmine or XCMS. The position of the module within standard data processing workflows is illustrated in Figure 1.a. The output of NeatMS is again in csv format and contains the information from the input csv as well as the peak classification and labeling generated by the software.

Before any transformation NeatMS excludes unacceptably narrow peaks from further processing by requiring a minimum scan number of 5 (configurable minimum scan number input filter). As the model evaluates the peak shapes and the quality of their extraction from the raw signal (e.g. peak boundaries), it is important to provide contextual information. This is performed by extracting a larger retention time (RT) window to conserve the signal surrounding the peak (called peak margin thereafter). The RT window of the signal to be extracted is defined as follow (with $n = 1$ by default):

\[
\text{RT window} \in (\text{peak start } RT - n \times \text{peak width}, \text{peak end } RT + n \times \text{peak width})
\]
A min-max normalization is then applied to the extracted signal:

$$x_{\text{norm}} = \frac{x - \min(x)}{\max(x) - \min(x)}$$

The resulting signal is linearly interpolated to obtain a vector of size $s$ (120 by default). The $s/(2n+1)$ that is, by default, the central 40 values, represents the peak signal and the $n \times s/(2n+1)$ that is by default the 40 values on each side represents the peak margins as shown in Figure 3. A second (binary) vector of length $s$ is then created to describe whether an intensity value (single point) is part of the peak window (1) or the margin (0). The resulting data structure is a 2-dimensional tensor, or matrix, of size $2 \times s$ as shown in Figure 3. Although $n$ and $s$ can be adjusted by the user, the pre-trained model provided with NeatMS has been trained using default parameters and require no adjustment when using this model.

![Figure 3: Data structure of a single peak after preprocessing for neural network feeding.](https://example.com/fig3)

<table>
<thead>
<tr>
<th>Matrix</th>
<th>s</th>
<th>Matrix</th>
<th>s</th>
<th>Matrix</th>
<th>s</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>$s/(2n+1)$</td>
<td>$1$</td>
<td>$s/(2n+1)$</td>
<td>$n$</td>
<td>$s/(2n+1)$</td>
</tr>
<tr>
<td>$I$</td>
<td>0.002</td>
<td>0.003</td>
<td>0.45</td>
<td>1.0</td>
<td>0.42</td>
</tr>
<tr>
<td>$W$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

**Convoluted neural network architecture**

The neural network (see Figure 1.b) is built following generic convolutional network architecture including a convolutional base for feature extraction and a classifier made of fully connected layers. The convolutional architecture of the network was selected due to its high performance in object detection and pattern recognition\(^\text{12}\). The convolutional base is composed of two convolutional layers, with a max pooling layer between them. This operation reduces by half the size of the data in the retention time dimension and enables a higher abstraction of the data to classify, which helps to prevent potential over-fitting. This layer also reduces the number of parameters to learn and the computational cost.
The classifier part of the network is made of two dense layers and produces three output values through a softmax activation function, which corresponds to the number of peak quality classes. ReLU (Rectified Linear Unit) activation function is used throughout the rest of the network. The convolutional layers use a stride of 1 with a “same” padding. Kernel size and channel number for every layer is detailed in the Figure.

Training

As mentioned before NeatMS includes a pre trained base model. This PT model has been generated using a wide variety of peaks and can be used “as is”. However, it is possible to achieve models that are better suited to individual user needs by training the neural network on data generated by the specific column/instrument/peak detection workflow combination.

The creation of a new training dataset is facilitated by an interactive visualization and labeling tool that can be run within a Jupyter notebook\(^{17}\). This tool requires the same input as the main NeatMS tool and presents the user with randomly selected peaks for manual assignment to the three labeling classes. Typically, a few hundred peaks can be labeled within an hour. The PT model is based on about 5000 peaks, the TL model was adjusted using about 2500 peaks. Once the desired number of peaks have been labelled, the model can be trained using two different approaches (full training or transfer learning, see below). The labeled dataset is divided in an 80/10/10 training/test/validation split by default. Model testing and validation are always performed the same way regardless of the training approach chosen. The test set is used during the actual training process to prevent overfitting. The validation set remains untouched during the entire training process and is subsequently used for hyperparameter optimization. This optimization can be performed automatically or manually, but performing it manually allows more control over the specificity vs. sensitivity of the model. Instructions for manual process are given in the documentation.

The training tool enables the freezing of any network layer, making it possible to select the specific layers in which weights should be adjusted. It is, however, considered better practice to only adjust the classifier part by freezing the entire convolutional base when the training set is very small. Guidance on layer selection is given in the advanced section of the documentation. This approach is especially important for transfer learning and enables fine tuning of the pretrained models by further training specific layers\(^{18}\). The advantage of this approach over full training is that it requires a much smaller training dataset and thus less manual labeling effort. However, the tool also supports full training of entirely new models. This approach consists of using only the network architecture and fully training the model from scratch. This approach will produce the best results for the data being analyzed but requires a large training dataset. Instructions on how to import models are available in the documentation.

Data Analysis Details

To evaluate NeatMS, dataset 1 and 2 were preprocessed with MZmine and XCMS using the versions and parameters detailed in Table S1. We choose the peakonly parameters as suggested by the authors and also tried to further optimize them, see Figure S4. Unfortunately, it was not possible to apply transfer learning or any retraining for peakonly because the software does not provide the necessary components to do this. For XCMS centWave we applied IPO\(^{24}\) for parameter optimisation individually for each dataset,
Furthermore, we used the XCMS peak merging feature. For MZmine we used the parameters recommended in the user documentation.

Our validation with dataset 1 focuses on the number of known spiked chemical standards found by the different tools. Peak identification was performed using compound specific RT and m/z tolerance windows provided with the Biocrates kit. To compute the final results, percentages were calculated on the basis that all 80 compounds are detectable in all 20 samples. The same approach was used to analyse the recovery of CSs in dataset 2. These samples contain the same 80 CSs as dataset 1, but only 41 of the CSs were diluted while 39 were used as internal standards and thus were at the same concentration throughout (Figure S3.b). The Sankey diagram (Figure 2.e) was created by comparing the peak classes of the CSs for all three replicates in the consecutive dilution points to generate migration flows. A class corresponding to non-detected CSs was added to conserve an even CS population size throughout. To create the Venn diagrams (Figure 2.c and S2), peaks reported by one tool were compared to the list of peaks reported by the other tool and considered the same when any two peaks presented a mutual overlap higher than 50% in the RT and m/z dimensions, respectively. However, tools can differ widely in the peak boundaries assignment for the same peak. Therefore, any peak matching method will remain imperfect and ambiguous. This explains the non-complete overlap of peaks found by NeatMS when compared to peakonly. To generate RSD results in Figure 2.b we used peak alignment (using the MZmine join aligner algorithm) and assigned the features to the most frequently found quality class across the 20 samples. Features were retained only when present in a minimum of 4 samples.

Module

NeatMS is written in python 3.6 and is available as a python package through pypi package installer and bioconda. The data handling and operations are performed using NumPy\textsuperscript{19} and scikit-learn\textsuperscript{20} and the neural network is constructed using Keras\textsuperscript{21} and Tensorflow\textsuperscript{22}. As a python package, the intended use of the module is to be embedded as an extra step within a data processing pipeline. The module can be integrated and automatically executed by any pipeline or workflow management tool capable of running python code. However, it can also be used as a standalone application through a dedicated python script or within a Jupyter notebook. Several Jupyter notebooks are provided for tutorial purposes and can serve as templates and examples. The generated results are reported in standard .csv format and can also be exported as pandas\textsuperscript{23} dataframes for direct integration in python supported pipelines. The structure of the output can be controlled through a dedicated method to ensure smooth integration into the majority of data processing pipelines. Optional filters can also be turned on and parameterized. Details about full usage of the export method are provided in the documentation.

Data availability
The github repository contains some sample data from dataset 1, the full datasets can be downloaded from http://doi.org/10.5281/zenodo.3973172.

Code availability
NeatMS is open-source and is freely available at https://github.com/bihealth/NeatMS under permissive MIT license. A pypi package is available at https://pypi.org/project/NeatMS/, a Bioconda package is available at https://pypi.org/project/NeatMS/.
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