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Synthetic genetic circuits to uncover the OCT4
trajectories of successful reprogramming of human
fibroblasts
Katherine Ilia1,2,3†, Nika Shakiba1,3,4†, Trevor Bingham5,6†, Ross D. Jones1,3,4,
Michael M. Kaminski1,3,7,8,9, Eliezer Aravera1,3,10, Simone Bruno11, Sebastian Palacios1,2,3,11,12,
Ron Weiss1,3,12, James J. Collins1,2,3,13,14, Domitilla Del Vecchio3,11*, Thorsten M. Schlaeger5*

Reprogramming human fibroblasts to induced pluripotent stem cells (iPSCs) is inefficient, with heterogeneity
among transcription factor (TF) trajectories driving divergent cell states. Nevertheless, the impact of TF dynam-
ics on reprogramming efficiency remains uncharted. We develop a system that accurately reports OCT4 protein
levels in live cells and use it to reveal the trajectories of OCT4 in successful reprogramming. Our system com-
prises a synthetic genetic circuit that leverages noise to generate a wide range of OCT4 trajectories and a micro-
RNA targeting endogenous OCT4 to set total cellular OCT4 protein levels. By fusing OCT4 to a fluorescent
protein, we are able to track OCT4 trajectories with clonal resolution via live-cell imaging. We discover that a
supraphysiological, stable OCT4 level is required, but not sufficient, for efficient iPSC colony formation. Our syn-
thetic genetic circuit design and high-throughput live-imaging pipeline are generalizable for investigating TF
dynamics for other cell fate programming applications.
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INTRODUCTION
In their landmark papers, Takahashi and Yamanaka demonstrated
that murine (1) and human (2) somatic cells can be reprogrammed
to a pluripotent state via simultaneous overexpression of octamer-
binding transcription factor 4 (OCT4), SRY (sex determining
region Y)-box 2 (SOX2), Krüppel-like factor 4 (KLF4), and cellular
myelocytomatosis (c-MYC), collectively referred to as OSKM.
Given the immense potential that induced pluripotent stem cells
(iPSCs) hold for regenerative medicine and disease modeling, sub-
stantial efforts have been directed toward developing robust cell fate
reprogramming protocols for the efficient and reproducible gener-
ation of scalable quantities of high-quality iPSCs (3–5). To date, re-
programming of human somatic cells to iPSCs via the ectopic
expression of OSKM is still marked by low efficiency (6, 7) and
poor-quality iPSCs (8–15), suggesting a knowledge gap regarding
how controllable parameters can be optimized to improve the ro-
bustness of reprogramming protocols.

The low efficiency of somatic reprogramming to pluripotency
has motivated work to identify both the stoichiometric and the tem-
poral trajectory requirements of keymolecular players for successful
reprogramming. OCT4, a critical component of the transcriptional
circuitry that governs pluripotency (16), plays a pivotal role during
reprogramming and in the maintenance of pluripotency (17–20),
given that its overexpression alone can generate iPSCs (21) and
that complete reprogramming cannot be achieved in the total
absence of endogenous and ectopic OCT4 (22, 23). Consequently,
research has focused on investigating the OCT4 levels and trajecto-
ries conducive to reprogramming. It has been demonstrated that
fluctuations in OCT4 (24, 25) and SOX2 (26) mediate the destabi-
lization of the pluripotent state. Furthermore, the relative expres-
sion levels and the duration of expression of OCT4 and SOX2
reportedly influence the efficiency with which somatic cells reach
the pluripotent state (19, 27–31).

Several mechanistic studies have provided in-depth insight into
the molecular changes that cells undergo during reprogramming
(28, 32–40). Time course reverse transcription quantitative poly-
merase chain reaction (RT-qPCR) data during reprogramming
identified Oct4 levels above those found in embryonic stem cells
(ESCs)/iPSCs (17, 20, 38). These studies, however, only quantified
mRNA levels, which do not always correlate with protein levels
during reprogramming (1, 29). Furthermore, as the majority of
transduced human dermal fibroblasts (HDFs) fail to reprogram,
bulk measurements provide limited information about the rare
cells that follow successful trajectories. To circumvent this difficulty,
the authors in (38) used an efficient secondary mouse system in
which reprogramming events are more frequent. This study also in-
dicates that high Oct4 levels may be present during reprogramming.
Nevertheless, this study did not measure protein level directly, nor
could it reconstitute single-cell or single-colony trajectories. In con-
trast, another study showed that among TRA-1-60+ cells at day 7 of
human fibroblast reprogramming, the OCT4 protein is expressed at
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levels close to those found in PSCs (39). Nevertheless, as above, this
study only provides bulk information for a population in which the
cells with pluripotent colony forming potential are vastly outnum-
bered by those that ultimately fail to reprogram (11, 39).

A few studies have used single-cell mass cytometry to identify
relationships between protein-level expression and reprogramming
outcomes in mouse cells (37, 40). In particular, Zunder et al. (40)
showed that successful trajectories go through an early mixed-stoi-
chiometry phase and then reach a high Oct4 level. While this ap-
proach generates protein expression data at single-cell resolution,
it still does not provide information on the specific temporal trajec-
tories that result in reprogramming to pluripotency as the cells are
sacrificed at every time measurement. Using yet another approach,
the authors in (19, 30) added fluorescent proteins to the reprogram-
ming factor expression cassettes, allowing them to probe the effects
of different reprogramming factor levels and stoichiometries.
However, these studies were agnostic to the potential contribution
of endogenous expression, which, for core pluripotency TFs such as
OCT4, can commence as early as 5 to 8 days after transduction (11,
22, 29, 41–44).

In summary, these prior studies have key limitations. In single-
cell RNA sequencing studies (32–36), it is challenging to determine
the total expression level of a gene that is expressed both ectopically
and endogenously, and RNA levels are not necessarily reflective of
protein levels (1, 29, 29, 45). While the quantification of total
protein levels is possible with single-cell proteomics (37, 40), both
proteomics and transcriptomics approaches can only be used to re-
construct population-level trajectories, as cells must be destroyed
for measurements to be taken. Furthermore, because reprogram-
ming events occur with low probability, population-level trajecto-
ries are not representative of the few cells that successfully reach
pluripotency. In (36), the authors were able to leverage optimal-
transport analysis to identify single-cell trajectories; this work,
however, was done on murine fibroblasts, for which the reprogram-
ming efficiency is higher than for human fibroblasts. Therefore,
despite substantial prior work, the expression dynamics of OCT4
remain unknown for the rare subpopulation of cells that become
successfully reprogrammed. A more ideal approach would require
a means of conducting the live tracking of rare cell subpopulations
in a high-throughput fashion using methods that facilitate the
precise tracking of TF levels without interfering with their tran-
scriptional regulation.

As synthetic biology technologies for controlling gene expres-
sion have come of age, there is an opportunity to apply an engineer-
ing lens to the problem of reprogramming. Here, we lay the
foundation for such an approach by designing an OCT4 trajectory
generator to reverse-engineer the dynamics of the total cellular
OCT4 level conducive to reprogramming. To this end, we imple-
mented a microRNA (miRNA)–based strategy that facilitates the
setting of the total level of endogenously expressed TFs, such as
OCT4 (Fig. 1A, left), inspired by the control theory technique of
high-gain negative feedback (46, 47). We delivered the trajectory
generator to cells via lentiviral vectors such that it generates a
wide range of temporal OCT4 dynamics; we tracked OCT4 levels
with clonal resolution over time via high-resolution and high-
throughput imaging (Fig. 1A, right). Our imaging data revealed
that successfully reprogrammed cells follow trajectories character-
ized by stable, supraphysiological total OCT4 levels. The approach
presented here is broadly applicable to probing the trajectory of TFs,

laying the foundation for future work to improve the robustness of
cell fate engineering protocols.

RESULTS
A strategy for setting total transcription factor levels
To probe the role of the dynamics of OCT4 on reprogramming
success, we developed a strategy for overwriting endogenous TF
levels (Fig. 1A, left). Our system consists of two key features: (i)
the ectopic expression of the TF of interest and (ii) the suppression
of the endogenous contribution to TF levels with a synthetic
miRNA that selectively knocks down the endogenous mRNA
species encoding the TF of interest. As this knockdown occurs post-
transcriptionally in the cytoplasm, it circumvents disrupting tran-
scriptional regulation of the OCT4 gene. To avoid knockdown of
the ectopic OCT4 mRNA by the synthetic miRNA targeting the
TF coding sequence, we randomized the codons of the ectopic
mRNA encoding OCT4.

To implement feature (ii), we assayed the knockdown activity of
a panel of published (19, 27) and unpublished miRNAs against
OCT4 (fig. S1). Our top candidate was the previously unpublished
miR-Oct4e that, when expressed from the U6 promoter (48),
knocked down OCT4 levels by about 24-fold in transfection exper-
iments, reaching OCT4 levels that are less than 5% of those in cells
that do not express the miRNA (fig. S1). To validate that this
miRNA could be useful for knocking down physiologically relevant
OCT4 expression, we transfected the U6-driven miR-Oct4e into
iPSCs. The miRNA eliminated detectable OCT4 expression in
over 80% of cells (Fig. 1B).

Recapitulating the role of OCT4 levels in the maintenance
of pluripotency
We next evaluated whether we could leverage this system to exper-
imentally demonstrate the known role that OCT4 levels play in the
maintenance of pluripotency (49). To this end, we constructed a
two-lentivirus system (Fig. 2A). One lentivirus encodes U6-driven
miR-Oct4e and a strong inducible tetracycline transcriptional reg-
ulator (TetR)–responsive element (TRE) promoter (fig. S2), driving
the expression of OCT4 linked to the fluorescent reporter mNeon-
Green via a self-cleaving 2A peptide (50). In this system, doxycy-
cline (DOX) activates expression of ectopic OCT4. miR-Oct4e is
encoded on the same virus as OCT4, such that every transduced
cell expresses both components. The second virus contains a con-
stitutive promoter driving the expression of the reversed Tet trans-
activator (rtTA; rTetR-NLS-VP64) and blue fluorescent protein
(TagBFP), which serves as a transduction marker. Both lentivirus
constructs are flanked by enhancer-blocking insulators (51) to mit-
igate the extent to which the epigenetic context of lentiviral integra-
tion affects transgene expression.

To confirm our ability to perturb the stability of the pluripotent
state using this system, we infected iPSCs with two variants of this
two-virus system, one with and one without the U6-miR-Oct4e cas-
sette, and tracked the ability of these cells to maintain pluripotency
in a variety of DOX conditions.Whereas the miRNA is constitutive-
ly expressed, ectopic OCT4 expression requires the presence of
DOX. To simulate the effects of OCT4 above normal pluripotent
levels, we analyzed cells that do not express miR-Oct4e while over-
expressing ectopic OCT4. In these samples, induction of OCT4 via
DOX addition resulted in a general decrease of the fraction of cells
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staining positive for the pluripotent stem cell marker TRA-1-60 (11)
(Fig. 1C, bottom left), with statistically significant changes observed
in cases when we addedDOX 2, 4, and 6 days after transduction (fig.
S3, A and B). To simulate the effect of OCT4 below normal plurip-
otent levels, we considered cells after transduction with the system
expressing both miR-Oct4e and ectopic OCT4. We found that,
unless ectopic OCT4 is expressed (i.e., in conditions without
DOX induction), a decreased fraction of iPSCs stain positive for
TRA-1-60 (Fig. 1C, bottom right), with statistically significant dif-
ferences between the samples maintained in the absence and pres-
ence of DOX observed 4, 6, and 8 days after transduction (fig. S3, C
and D). This indicates that the miRNA effectively destabilizes the
pluripotent state and that DOX induction can mitigate this effect.
We then leveraged this experimental system to perform a prelimi-
nary investigation of the role of OCT4 dosage on the maintenance
of pluripotency. We maintained the iPSCs transduced with the
viruses in Fig. 2A in DOX-containing medium and found that no
statistically significant dosage dependence trend emerged (Fig. 2, B
and C). Nevertheless, all cells infected exhibited a substantial loss of
TRA-1-60 signal 14 days after infection (Fig. 2B). In addition, the
net reduction of the number of cells highly expressing ectopic OCT4
(bin 5 in Fig. 2B) suggests that very high expression may be detri-
mental to the iPSC state; we also observed toxicity associated with
transgene expression (Fig. 2D). Together, these results suggest that,
with our system, we may be able to disturb the pluripotency gene
regulatory network by both increasing and decreasing total OCT4
levels relative to baseline endogenous expression levels and that
these perturbations can be of sufficient magnitude to trigger the
loss of pluripotency.

A trajectory generator to produce wide OCT4 distributions
These results prompted us to investigate in greater detail how tem-
poral OCT4 dynamics shape the reprogramming process. In partic-
ular, we developed a trajectory generator (Fig. 3A) that achieves
wide OCT4 distributions and facilitates dynamic tracking of total
OCT4 levels over time. As the reprogramming efficiency of HDFs
is low, we found that leveraging lineage tracking approaches based

on barcoding was not feasible for this application (fig. S4). We hy-
pothesized that a live imaging-based approach, which does not
require sacrificing cells for measurements and allows us to track
the levels of a fluorescent reporter in cells over time, would likely
not face the same limitations. This led us to fuse the OCT4 and
mNeonGreen proteins to obtain accurate temporal tracking of
ectopic OCT4 levels (52). In the absence of endogenous OCT4 pro-
duction, mNeonGreen is an exact reporter for total OCT4 levels. In
addition, as OCT4 is a TF, the OCT4-mNeonGreen protein is local-
ized in the nucleus; this simplifies high-throughput image process-
ing and cell tracking, as it allows for the spindle-shaped or stellate
fibroblasts to be identified by their round nuclei. Previous studies
have demonstrated that such a fusion protein does not negatively
affect the reprogramming process (53).

We reasoned that, for this type of approach to be viable, we
needed a genetic circuit that promotes gene expression variability.
As “burst-like” transcriptional activation is known to lead to wide
variance in expression levels (54–57), we reasoned that a switch-
like inducible gene expression system, such as with rtTA and
DOX, set to intermediate activator expression levels could generate
a wide variety of OCT4 trajectories. Via deterministic modeling, we
considered the impact of DNA copy number, set by the multiplicity
of infection (MOI), on the variability of the OCT4 distribution gen-
erated by the inducible trajectory generator in Fig. 3A and an anal-
ogous system in which the inducible system is replaced with a
constitutive promoter. We found that an inducible system at a
low MOI yielded the highest coefficient of variation of OCT4 ex-
pression levels in a cell population (Fig. 3B). Stochastic simulations
of these circuit topologies confirmed that the inducible system leads
to greater temporal variability in OCT4 expression, allowing us to
capture a wide range of trajectories (Fig. 3B). To experimentally val-
idate that an inducible system expressed at a low copy number can
be used to generate a wide output distribution, we performed poly-
transfection experiments, which enable a de-correlation in the de-
livery of rtTA and rtTA-responsive transcriptional units to cells
(58), and found that we can achieve a broader output distribution
at low plasmid dosages of each component (Fig. 3C). These results

Fig. 1. A miRNA-based strategy for setting total TF levels. (A) Left: High-level schematic of a genetic circuit that expresses an ectopic TF (x*) and a miRNA that knocks
down the endogenous TF (x) expression. If the miRNA is sufficiently expressed, then the endogenous contribution x to TF levels is negligible, and the ectopic and total TF
(xtotal) levels are approximately equivalent. Right: High-level schematic describing the trajectory generator. (B) We transiently transfected iPSCs with the two illustrated
plasmids and stained for OCT4 and SOX2 48 hours later. The scatter plot contains flow cytometry data for TagBFP-positive cells. The dashed line denotes the OCT4-
positive threshold used to calculate the values in the bar graph. Error bars represent the SDs for n = 3 biological replicates, shown as dots. Asterisks indicate significant
differences (***P < 0.001) according to an unpaired two-tailed Student’s t test. AFU, arbitrary fluorescence units; pA, poly(A) tail.
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suggest that transducing cells with the inducible trajectory genera-
tor system at low MOI would yield highly variable OCT4 levels.

Because mNeonGreen is an exact reporter for total OCT4 levels
when endogenous OCT4 is strongly knocked down, we next con-
firmed the ability of low doses of the miR-Oct4e expression cassette
to suppress endogenous OCT4 levels. To this end, we transduced
iPSCs with the OCT4-containing trajectory generator lentivirus
and another lentivirus that constitutively expresses rtTA (without
the other reprogramming factors) at low MOIs; we found a strong
correlation between mNeonGreen and OCT4 levels only when the
OCT4-containing lentivirus also encoded the U6-driven miR-
Oct4e (Fig. 3D). These observations demonstrate that, even at low

MOI, the U6 and the TRE promoters drive sufficiently high expres-
sion levels to substantially knock down endogenous OCT4 levels
and highly express the transgenic OCT4-mNeonGreen fusion
protein, respectively; therefore, we can use the signal intensity of
mNeonGreen as an accurate proxy for the total level of OCT4.

As previous work has shown that endogenous OCT4 can
become activated at an early stage of the reprogramming process
(11, 22, 29, 41–44), we next verified that the trajectory generator
is capable of overwriting OCT4 levels during reprogramming by
eliminating the endogenous OCT4 contribution throughout a 21-
day reprogramming time course. To this end, we reprogrammed
HDFs according to the pipeline in Fig. 3E with two variants of

Fig. 2. The importance of total OCT4 dosage for the maintenance of pluripotency. (A) “Time delay to DOX addition” is the day after transduction when DOX was
added to the medium. The heatmaps summarize the proportion of TRA-1-60–positive iPSCs transduced with variants of this two-lentivirus system (with and without U6-
miR-Oct4e). See fig. S3 for replicates and statistical analysis. CO, codon-optimized; WPRE, woodchuck hepatitis virus posttranscriptional regulatory element; TRE12, TRE
with 12 Tet-binding sites. (B) We transduced iPSCs with themiR-Oct4e–containing system andmaintained them in DOX-containingmedium.We stained the cells for TRA-
1-60 and analyzed them via flow cytometry. We partitioned the mNeonGreen-positive population and (C) calculated the bin-wise TRA-1-60 intensity normalized to the
TRA-1-60 intensity in bin 0. The dashed lines correspond to the TRA-1-60 and mNeonGreen thresholds. The bars represent the means and SDs of n = 3 biological rep-
licates, shown as dots. We omitted bin 5 on day 14 because of low cell counts. A one-way analysis of variance (ANOVA) to compare the effect of mNeonGreen-2A-OCT4
levels on TRA-1-60 signal revealed no significant difference. See fig. S12 for replicates. MFI, median fluorescence intensity; ns, not significant. (D) We infected iPSCs with
variants of the illustrated circuit. Three days after transduction, we sorted for mNeonGreen-positive, TagBFP-positive iPSCs. We plated 3000 sorted iPSCs per well and
tracked their expansion. The bars represent the means and SDs of the expansion values (the ratios of cell counts at days 7 and 4 in log2 space) for n = 3 biological
replicates, shown as dots. Asterisks indicate significant differences (***P < 0.001) according to an unpaired two-tailed Student’s t test. Cells were cultured +DOX and
−DOX for days 4 through 7. C, control.
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the trajectory generator, one with and one without the U6-driven
miR-Oct4e (Fig. 3F). We sampled the HDFs at various time
points during reprogramming and measured endogenous OCT4
and SOX2 levels via RT-qPCR. Although the reprogramming effi-
ciencies of the systems with and without miR-Oct4e were compara-
ble, we observed strong activation of endogenous OCT4 in HDFs

reprogrammed without miR-Oct4e and found that the miRNA
minimizes the endogenous contribution to total OCT4 levels
(Fig. 3, F and G). In contrast, the levels of endogenous SOX2, for
which we did not implement miRNA-based control, rose during
the reprogramming process in both conditions, as expect-
ed (Fig. 3F).

Fig. 3. The trajectory generator: A synthetic genetic circuit for generating variable total OCT4 protein levels during reprogramming. (A) Two-lentivirus trajectory
generator system. (B) Left: We created a deterministic model of the trajectory generator (“inducible”) and an analogous system in which a constitutive promoter replaces
TRE12 (“constitutive”). We determined the coefficient of variation of their output distribution for different MOIs. Right: We simulated the single-cell OCT4 temporal
trajectories for these systems using Gillespie’s stochastic simulation algorithm (102). (C) We performed poly-transfection experiments in HEK293FTs with the illustrated
mixes. Violin plots for a low iRFP720 bin illustrate the output distribution as a function of rtTA dosage. (D) The scatter plots show flow cytometry data for the double-
positive (OCT4, mNeonGreen) for iPSCs transducedwith the illustrated two-lentivirus systems. The dashed lines represent the corresponding linear regression fit, with the
r value shown in each plot. See fig. S13 for replicates. (E) Reprogramming pipeline overview. Fib-m, fibroblast medium; hESC-m, human ESC medium. See the Materials
and Methods section for recipes. (F) We measured endogenous OCT4 and SOX2 in HDFs transduced with these two versions of the trajectory generator via RT-qPCR. We
calculated OCT4 and SOX2 levels relative to GAPDH, shown in the bar graph. The error bars represent the SDs for n = 3 biological replicates, shown as dots. Asterisks
indicate significant differences (*P < 0.05, **P < 0.01, and ***P < 0.001) according to an unpaired two-tailed Student’s t test. (G) For both systems, we observed comparable
reprogramming efficiency, as determined via staining for TRA-1-60 21 days after transduction. The bars represent the means and SDs of the reprogramming efficiency for
n = 3 biological replicates, shown as dots. No significant difference was found on the basis of an unpaired two-tailed Student’s t test.
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A high-throughput live imaging pipeline to track OCT4
trajectories during reprogramming
We next used the trajectory generator (Fig. 3A) to reprogram HDFs
in a high-throughput imaging setup to track OCT4 levels over time
during the reprogramming process (Fig. 4A). We used a CellVoyag-
er7000 confocal imaging system for automated imaging of the trans-
duced HDFs between one and nine times a day. We verified that
mNeonGreen remains an accurate reporter of total OCT4 at the

protein level at the end of the time course (Fig. 4, B to E, and fig.
S5). We stained the cells for SSEA4 and TRA-1-60, which are
surface markers of pluripotent stem cells that have been previously
used to gauge colony quality (Fig. 4, F and G) (11). As in our pre-
vious work, we used the following classifications of colony quality:
Type I colonies are SSEA4−, TRA-1-60−. Type II colonies are
SSEA4+, TRA-1-60−, and type III colonies are SSEA4+, TRA-1-
60+ (Fig. 4, F and G). Type I and II colonies represent cells in

Fig. 4. A high-throughput live-imaging pipeline facilitates the dynamic tracking of OCT4 levels during reprogramming. (A) Overview of the high-throughput
pipeline used for OCT4 trajectory tracking. (B) Stained colonies derived via the trajectory generator reprogramming system in Fig. 3A demonstrate that mNeonGreen and
total OCT4 are correlated at the experimental end point. We extracted the mNeonGreen, OCT4, SOX2, and NANOG values along the cyan lines in the images and plotted
them in the line graph. The cell corresponding to the position marked by the arrow was lost after fixation, resulting in an apparent lack of consistency between mNeon-
Green andOCT4 in the line plots. Scale bar, 100 μm. (C) ThemNeonGreen and AF555 anti-OCT4 antibody fluorescencemicroscopy images are overlaid for a representative
colony. In this image, we set the values of the areas without cells to 0. Scale bar, 200 μm. (D) Each point represents an HDF expressing OCT4-mNeonGreen and stained for
OCT4. (E) We calculated the Pearson correlation between the mNeonGreen and OCT4, SOX2, and NANOG values of all pixels for three representative colonies. The bars
represent the means and SDs of the correlation coefficient for n = 3 replicates, shown as dots. Asterisks indicate significant differences (*P < 0.05 and ***P < 0.001)
according to a paired two-tailed Student’s t test. (F) We classified the reprogrammed cells via SSEA4 and TRA-1-60 staining (11). Representative examples are shown
in the microscopy images. Scale bar, 200 μm. (G) The scatter plot summarizes the frequency of each colony type obtained in the imaging reprogramming runs.
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incompletely reprogrammed states, while type III colonies have
been shown to be bona fide iPSCs (11).

We confirmed with imaging that we could achieve a wide distri-
bution of OCT4-mNeonGreen levels among transduced cells and
observed a decline in the number of highly expressing cells 6 days
after transduction compared to 4 days after transduction (Fig. 5A),
likely because of toxicity associated with high transgene expression
levels (Fig. 5B). Virtually all identified colonies, regardless of their
degree of SSEA4 and TRA-1-60 staining, arose from a narrow sub-
population of relatively highly expressing cells (Fig. 5C). We found
that these cells had a median doubling time of 1.83 days (fig. S6).
This result suggests that, in our system, high proliferation does
not correlate with reprogramming efficiency; this contrasts with
studies of murine reprogramming, in which hyperproliferative
cells have been shown to be more likely to successfully reprogram
(59, 60). To further probe the effect of OCT4 dosage on reprogram-
ming efficiency, we split the data describing the broad OCT4-
mNeonGreen distribution from the first imaging time point into
three bins, each containing the same number of cells, and calculated
the relative efficiency of reprogramming to each type of colony
(Fig. 5D). We found that higher levels of OCT4 were enriched in
trajectories for all three colony types and, in particular, type III col-
onies were produced at the highest efficiency from cells in the
highest OCT4 bin.

Next, we reconstructed the trajectories for each colony present at
the last time point (fig. S7 and movie S1). Our data show that the
clonal trajectories for type I, II, and III colonies are virtually indis-
tinguishable: The vast majority of trajectories are marked by cons-
tant, high–OCT4-mNeonGreen levels throughout reprogramming,
corresponding to an OCT4 level that is substantially higher than
what is found in pluripotent stem cells (P < 0.0001, unpaired two-
tailed Student’s t test; Fig. 5E). In contrast, non–colony-forming
cells (HDFs that were transduced with the same virus system but
did not produce reprogramming-induced colonies) have trajecto-
ries that drop to OCT4-mNeonGreen levels at and below the
OCT4 level found in pluripotent stem cells (P < 0.0001, unpaired
two-tailed Student’s t test). The only exception to this otherwise
strict correlation was a set of incompletely reprogrammed colonies
formed by cells that expressed OCT4-mNeonGreen at barely detect-
able levels (about 100-fold lower; fig. S8). These findings indicate
that colony formation requires a sustained OCT4 level that is sub-
stantially higher than what is found in pluripotent stem cells (Fig. 5,
E and F). In particular, when OCT4 levels are too low, the cells are
unlikely to reach the pluripotent state (Fig. 5D). However, when
OCT4 levels are high, the cells expand at a markedly lower rate,
perhaps because of either cell death or senescence (Fig. 5B), suggest-
ing that to undergo successful reprogramming, cells must be able to
sustain (and tolerate) potentially toxic OCT4 expression levels. To-
gether, these data indicate that a supraphysiological OCT4 level is
enriched in the trajectories of successfully reprogrammed cells and
is required for type III colony formation. However, themaintenance
of this supraphysiological OCT4 level is insufficient, as incomplete-
ly reprogrammed colonies also follow the same high OCT4
trajectory.

DISCUSSION
Here, we sought to use synthetic genetic circuits to uncover the tem-
poral trajectories of OCT4 during reprogramming in the rare cells

that achieve pluripotency. Reprogramming of HDFs to iPSCs served
as a test bed to demonstrate the utility of a genetic circuit design that
accurately reports TF levels and allows for the dynamic tracking in
live cells of the TF trajectories associated with successful cell fate
transitions. The genetic circuit sets total cellular OCT4 level by
overwriting the levels of the endogenously expressed TF via a
miRNA-based strategy (Fig. 1), inspired by the control theory
concept of high-gain negative feedback (47). Our miRNA-based ap-
proach contrasts with previous work, which relied on either tuning
ectopic expression levels without considering the contribution from
endogenous expression (61) or directly perturbing the endogenous
genes at the transcriptional level (62, 63). The former does not allow
for full control over TF levels, and the latter requires that the cellular
machinery involved in the transcriptional regulation of key genes be
co-opted, a phenomenon that may disrupt the ability of cells to sta-
bilize the pluripotent gene regulatory network required for repro-
gramming. We developed an inherently noisy DOX-inducible
system (the trajectory generator; Fig. 3) to generate a variety of
total OCT4 trajectories and implemented it to evaluate the effect
of temporal OCT4 dynamics on reprogramming. Our approach
complements the work in (64), in which it was reported that tran-
scriptional noise can promote cell fate transitions. We opted to
deliver the trajectory generator via lentiviruses, which are a flexible
and well-characterized medium for designing and delivering
genetic circuits that are more sophisticated than just simple overex-
pression systems. Within the context of our high-throughput live
imaging approach, lentiviruses are advantageous, as they are less
prone to silencing than gammaretroviruses (65) and do not face
the same technical challenges associated with temporal variability
in gene expression from mRNA transfections (66).

We applied this tool to hiPSC reprogramming, a well-studied yet
inefficient process with potential clinical applications. Our experi-
ments revealed that supraphysiological OCT4 expression is a re-
quirement for successful reprogramming. In particular, we found
that the rare cells that reach pluripotency follow a stable level of
OCT4 that is substantially higher than that found in iPSCs through-
out the entire reprogramming process (Fig. 5). This contrasts with
studies that found OCT4 levels comparable to those in iPSCs at the
beginning (39) and at the end of reprogramming (67). However, it is
possible that the successfully reprogrammed cells expressed high
OCT4 levels even in those experiments and that these low-probabil-
ity trajectories were “masked” by the bulk measurements of the
OCT4 level. With our live reporter of total cellular OCT4, we un-
ambiguously identified the OCT4 expression trajectories of those
few cells that successfully reprogram. In addition, a number of
papers have investigated the optimal stoichiometry of the OSKM
factors (19, 28, 30), indicating that higher Oct4 levels improve re-
programming efficiency. However, these studies did not provide
quantitative information about the specific OCT4 level that is con-
ducive to reprogramming. Via clonal tracking of OCT4 in colony-
forming cells, we identified an OCT4 trajectory conducive to the
generation of type III hiPSCs.

As stable, high-OCT4 trajectories also result in the generation of
incompletely reprogrammed type I and type II colonies, our results
indicate that a supraphysiological level of OCT4 expression is nec-
essary, but not sufficient, for successful reprogramming using the
Yamanaka factors. The efficiencies observed in this study with
our system (up to 0.45%; Fig. 3G) are consistent with those reported
by others for primary human fibroblast reprogramming with
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Fig. 5. Trajectory reconstruction of reprogrammed HDFs reveals an “ideal” OCT4 trajectory. (A) Histograms show the mNeonGreen distribution of HDFs infected
with the trajectory generator 4 and 7 days after transduction. We sorted mNeonGreen-positive HDFs into four populations (P1 to P4) 3 days after transduction. (B) We
plated 3000 P1 to P4 HDFs per well and tracked their expansion. The bars represent the means and SDs of the expansion values for n = 3 biological replicates, shown as
dots. Asterisks indicate significant differences (**P < 0.01 and ***P < 0.001) according to an unpaired two-tailed Student’s t test. (C) The gray histogram shows themNeon-
Green distribution at the first imaging time point. The distributions labeled by the colony type summarize the cells at this time point that gave rise to each colony type.
The teal distribution corresponds to the OCT4 distribution in iPSCs. (D) We partitioned the initial mNeonGreen distribution into three sections and calculated the binned
efficiency of reprogramming to each colony type. The error bars represent the SDs for n = 3 biological replicates, shown as dots. Asterisks indicate significant differences
(**P < 0.01 and ***P < 0.001) according to an unpaired two-tailed Student’s t test. (E) Each line summarizes the reconstructed trajectory of the median mNeonGreen level
for an individual colony. The dashed line and shaded box correspond to themedian ± 1 SD of the iPSCOCT4 distribution. The colored histograms summarize the “colony-
wise” distributions, in which each point represents the median OCT4-mNeonGreen level for a colony of each type. The gray histograms summarize the “well-wise” non–
colony-forming cell distributions, in which each point represents themedian OCT4-mNeonGreen level of all cells in awell without colonies. (F) Examples of stained type III
colonies derived using the trajectory generator and established hiPSC colonies. Scale bar, 200 μm.
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lentiviruses [0.002% (68), 0.27% (7), and 0.1 to 1.5% (69)] and not
far below those of “high efficiency” secondary reprogramming
systems [1 to 3% (68) and 0.26 to 2% (70)]. Given that we observed
a reduction in the expansion of transduced HDFs as a result of high
transgene expression, our results suggest that a critical next step for
improving reprogramming efficiency is to determine the nature of
the toxicity of high OCT4 and develop strategies for specifically mit-
igating the toxic effects without affecting the reprogramming activ-
ity of OCT4. This will entail methods to prevent growth rate
reduction in high OCT4 expressors, some of which may be due to
the metabolic burden caused by ectopic gene overexpression (71).

We showed that high levels of OCT4 enable the highest repro-
gramming efficiencies with our lentiviral system, in which the
other three reprogramming TFs are expressed at fixed levels.
Given that these factors are part of an interconnected network
(72) and that the stoichiometry of these factors has been shown to
be relevant for pluripotency acquisition and exit (19, 27, 28, 73–75),
our pipeline can serve as a platform to identify optimal TF expres-
sion profiles across other contexts, including other reprogramming
systems, in which the levels of the TFs may differ as a result of
changes to the OSKM expression cassette design, insertion sites,
and copy numbers, as well as across somatic cell populations in
which the endogenous contributions of these factors may vary. It
is possible that changes made to these and other parameters may
result in different “optimal” OCT4 trajectories. In particular, al-
though we focused solely on the OSKM cocktail for hiPSC repro-
gramming as a case study to explore the utility of a synthetic
biology approach for investigating determinants of the efficiency
of somatic reprogramming to pluripotency, our approach can be
used synergistically with other reprogramming methods that rely
on different combinations of TFs, leverage small molecules and
various culture conditions, and incorporate epigenetic modifiers
(22, 44, 76–87). An in-depth study to investigate the optimal TF dy-
namics in cells reprogrammed with these different methods could
result in the development of optimized protocols that further
improve reprogramming efficiency.

Moreover, to achieve a substantial improvement in efficiency,
the concurrent steering of multiple TFs following optimized expres-
sion profiles may be required, as has been shown in early modeling
work (47). This would entail identifying which trajectories are
optimal for each TF by multiplexing the trajectory generator for
the simultaneous tracking of multiple endogenous genes with dif-
ferent sets of miRNAs. For cases where this is required, our ap-
proach can be extended to leverage inducible promoters
controlled by orthogonal synthetic TFs, leveraging recent technical
advancements in CRISPR-mediated transcriptional activation and
tunable protein destabilization, among other technologies (88–90).

We also envision that our high-throughput live imaging pipeline
and genetic circuit design can be leveraged to study the roles of the
temporal dynamics of key TFs and improve the efficiency of other
cell fate conversion applications, such as differentiation and trans-
differentiation. This is because the circuit architectures described
herein can be easily extended to control any endogenous TF of in-
terest. For instance, our pipeline could be used to study ETV2-
driven transdifferentiation of human fibroblasts to endothelial
cells (91), C/EBP-mediated reprogramming of B cell to macrophag-
es (92), or MyoD-induced reprogramming of human fibroblasts to
muscle cells (93), all of which are dependent on the dosages of
key TFs.

Overall, we expect that our strategy will have broad utility in
identifying optimal TF trajectories for cell programming applica-
tions in general. Hence, this paper establishes a system that can
serve both as a tool for scientific discovery and as a stepping
stone to designing efficient and robust genetic programming
systems that can enforce optimal TF trajectories for regenerative
medicine and cell therapy.

MATERIALS AND METHODS
Design of de novo miRNA sequences
We designed the sequences of miR-Oct4e, miR-Oct4f, and miR-
Oct4g by inputting the full mRNA transcript sequence of human
OCT4 into the Integrated DNA Technologies (IDT) siRNA
design tool. We manually scanned sequences to find candidates
with the fewest off-target genes. As there are several OCT4 pseudo-
genes with high sequence identity for OCT4 itself (94), it is nearly
impossible to find a sequence that selectively targets only OCT4. It
is unknown whether miRNA knockdown of the pseudogenes would
have an effect on the reprogramming process specifically or the cell
generally, although OCT4 pseudogenes appear to be incapable of
transcriptional activation (95). Of thesemanually curated sequences
targeting the OCT4 open reading frame, we selected three and
cloned them as miR-Oct4e, miR-Oct4f, andmiR-Oct4g. miRNA se-
quences are available in table S1.

Cloning
We constructed plasmids using a modular Golden Gate strategy
similar to previously reported workflows (58, 96). At a high level,
our strategy consisted of the following hierarchy: we assembled
parts (referred to as “level 0 s” or “pL0s”), such as insulators, pro-
moters, 50 untranslated regions (50UTRs), coding sequences,
30UTRs, and terminators, to generate transcription units without
(“level 1s” or “pL1s”) or with (“pVVs”) a lentivirus-compatible
entry backbone. We constructed pL0s from PCR fragments gener-
ated using high-fidelity Q5 polymerase (NEB, #M0494); we then as-
sembled these fragments using In-Fusion (Takara Bio, #638948).
Oligonucleotides for the PCRs were synthesized by IDT. We gener-
ated pL1s by assembling pL0s and an entry vector through Bsa I
Golden Gate reactions [10 to 50 cycles between 16° and 37°C; T4
DNA ligase (NEB, #M0202L); Bsa I (NEB, #R3733L)]. To generate
pVVs, we used Bsa I Golden Gate reactions to assemble the pL0s
and subsequently ligated the reaction products to a Bsm BI–digested
lentivirus transfer plasmid backbone. We propagated all the plas-
mids in Escherichia coli Stellar (Takara Bio), Turbo (NEB,
#C2984), or Stable (NEB, #C3040) strains. We plated transformed
cells on LB agar (VWR) and cultured in TB (Sigma-Aldrich), with
spectinomycin (100 μg/ml), carbenicillin (100 l μg/ml), or kanamy-
cin (50 μg/ml) for selection. We used the QIAprep Spin Miniprep
and QIAGEN Plasmid Plus Midiprep Kits for plasmid extraction
and subsequently verified the regions of interest (ROIs) in individ-
ual clones by Sanger sequencing (Quintara Biosciences).

Mammalian cell culture
We maintained human embryonic kidney (HEK) 293FT cells
(Thermo Fisher Scientific) in Dulbecco’s modification of Eagle’s
medium (DMEM; Gibco, #10569010) supplemented with 10% (v/
v) fetal bovine serum (FBS; Gibco, #16000044), and we split the
HEK293FTs using trypsin-EDTA (Gibco, #25300054) every 2 to 3
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days before they reached 80% confluence. We used cells at low
passage numbers (<15) for all experiments. We cultured primary
HDFs (ScienCell, #2300, lot #4382) in fibroblast medium (Fib-m),
consisting of DMEM supplemented with 10% (v/v) FBS (Gemini
Bio, #100-106), L-glutamine (Life Technologies, #11350-070), 1×
MEM non-essential amino acids (Gibco, #11140050), and 1 mM
sodium pyruvate (Thermo Fisher Scientific, #11360070). We
plated iPSCs on tissue culture plates coated with Matrigel (Sigma-
Aldrich, CLS354277) diluted in DMEM/F-12 (Thermo Fisher Sci-
entific, #11320033) according to the manufacturer’s suggestions
and maintained them in mTeSR+ (STEMCELL Technologies,
#100-0276). We passaged the colonies using ReLeSR (STEMCELL
Technologies, #5872) every 2 to 3 days to prevent differentiation.
Following single-cell passaging, we added ROCK inhibitor (Y-
27632 dihydrochloride; Sigma-Aldrich, Y0503) to a final concentra-
tion of 10 μM for 24 hours. We grew all the cells in a humidified
atmosphere at 37°C with 5% CO2.

Transfections
For transient transfection of HEK293FTs and iPSCs, we used the
Lipofectamine 3000 (Invitrogen, #L3000015) and Lipofectamine
Stem (Invitrogen, STEM00015) reagents, respectively. We per-
formed cotransfections in 96-well and poly-transfections in 24-
well tissue culture–treated plates (Costar). For each cotransfection
experiment, we transfected a total of 120 ng of plasmid DNA per
well. We diluted the DNA into 10 μl of Opti-MEM (Gibco,
#31985062), added the transfection reagent, and then vortexed
the mixture. After a 10 to 30 min of incubation of the DNA-
reagent mixtures, we added the transfection mixes to each well
first and then plated 40,000 cells. We used Lipofectamine 3000 at
a ratio of 2 μl of P3000 reagent and 2 μl of Lipofectamine 300 per
1 μg of DNA and Lipofectamine Stem at a ratio of 2 μl of transfec-
tion reagent per 1 μg of DNA. For all transfections with DOX
(Sigma-Aldrich, D9891), we added DOX (1000× stock: 1 μg/ml
diluted in water) to the medium immediately after transfection.
For poly-transfections, we scaled up the total amount of DNA
and reagents based on the surface area difference between 96- and
24-well plates and used equal amounts of DNA for each transfection
complex. In each transfection complex, we included a hEF1a-driven
transfectionmarker to indicate the dosage of DNA delivered to each
cell and to facilitate consistent gating of transfected cells.

Fluorescence analyses
We analyzed fluorescent protein expression and staining intensity
by flow cytometry. To do so, we harvested cells 48 hours after trans-
fection or after the amount of time described in the main text using
trypsin-EDTA for HEK293FTs and HDFs or ReLeSR for iPSCs. We
washed the cells three times with flow cytometry buffer, made of
phosphate-buffered saline (PBS) without calcium or magnesium
(Corning, #21031CV) supplemented with 1% FBS and 5 mM
EDTA. We kept the cells on ice until analysis with the HTS
module of a BD LSR II flow cytometer (Koch Institute flow cytom-
etry core). We analyzed the data using MATLAB scripts (based on
https://github.com/jonesr18/MATLAB_Flow_Analysis).

Lentivirus production
We seeded Lenti-X 293T cells (Takara, #632180) in 15-cm tissue
culture dishes (CellTreat, #229652) 24 hours before transfection
such that they would be 90% confluent the next day. One hour

before transfection, we replaced the medium. We prepared the
transfection mix consisting of 2.5 ml of Opti-MEM, 31 μg of
psPax.2, 13 μg of pMD2.G, 38 μg of the lentivirus construct, and
82 μl of PEIpro (PolyPlus, #101000017). psPAX2 and pMD2.G
were a gift from D. Trono (Addgene plasmid 12260 and 12259, re-
spectively). After a 15-min incubation period, we gently added the
transfection mix dropwise to each plate. Twenty-four hours later,
we replaced the medium, which we supplemented with Hepes
buffer at a final concentration of 25 mM (Sigma-Aldrich,
SRE0065). Two days later, we harvested the medium, centrifuged
it at 3000 rcf for 5 min, filtered it with 0.22-μm filter (VWR,
#97066-200), added Lenti-X concentrator (Takara, 631232) to the
supernatant according to the manufacturer ’s instructions, and
kept the mixture at 4°C on a gyratory rocker for at least 1 hour.
Then, we centrifuged the mixture at 4°C and 1500g for 45 min.
We carefully decanted the supernatant and resuspended the pellet
containing the vector particles with 800 μl of DPBS (Gibco,
#14190144) + 0.001% Pluronic F68 (Gibco, #24040032).

Transduction experiments
Before the lentiviral transduction experiments, we measured the
functional titers of each lentivirus batch. We aliquoted newly pro-
duced viruses into small volumes (5 to 50 μl) and flash-froze them
in liquid nitrogen. At least 1 day after freezing, we thawed one vial
per batch to estimate the titer of each batch. We diluted the thawed
virus in the appropriate medium at 1:1 × 102, 1:1 × 103, 1:1 × 104, 1:1
× 105, 1:1 × 106, and 1:1 × 107 ratios, and supplemented the medium
with polybrene (Millipore-Sigma), which facilitates viral uptake, at a
final concentration of 8 μg/ml. We replaced the diluted virus solu-
tions with fresh medium 12 hours after transduction.

If needed, we cotransduced at high MOI (5 to 10) a “helper”
virus expressing rtTA or other necessary genes for expression of a
given virus. Afterward, we changed the medium daily. Four days
after infection, we measured via flow cytometry the fluorescence
of either a fluorescent reporter protein or a fluorophore-conjugated
antibody-stained factor. We assumed that the lentiviral infections
follow a Poisson distribution (97–99) and estimated the titers by de-
termining the linear range of the dilution expected on the basis of
the Poisson distribution (i.e., where a 10× dilution of the virus leads
to a 10× reduction in fluorescence-positive cells).

For lentiviral transduction experiments, we plated cells of inter-
est 24 hours before infection. On the day of transduction, we sacri-
ficed one well to determine viable cell counts by Trypan Blue
exclusion on a hemocytometer. We calculated the amount of
virus to add per well on the basis of the number of cells and the
MOI (MOI = 1 for the OCT4-containing trajectory generator
virus, MOI = 10 for the trajectory controller viruses, and MOI =
1 for all SKM-containing viruses). We added the appropriate
volume of virus solution to medium containing polybrene at a
final concentration of 8 μg/ml. We replaced the diluted virus solu-
tions with fresh medium 12 hours after transduction. For experi-
ments requiring double transductions, we cultured the cells in
fresh medium for 12 hours before reinfection. We harvested cells
for assays at the time points stated here.

Reprogramming of HDFs to iPSCs
We thawed low passage (passage 3) primary HDFs (cryopreserved
in DMEM + 10% FBS) and seeded 10,000 cells per well in a 24-well
plate 24 hours before transduction (i.e., we plated the cells on “day
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−1”). The next day, we trypsinized two wells with briefly warmed
Trypsin EDTA 0.05% and obtained a cell count per well using
Trypan Blue exclusion on a hemocytometer. We calculated the
volume of each virus necessary to achieve the desired MOI and
then proceeded with transduction as previously described. In all re-
programming experiments, we infected twice using the timing de-
scribed above. On the third day after transduction, we prepared
either 6-well plates (Costar) or 96-well plates (ibidi, #89626) with
irradiated feeder mouse embryonic fibroblasts (MEFs; Gibco,
A34180). To do this, we coated each well with 0.1% gelatin (dis-
solved in sterile water; Millipore Sigma, G1890) and incubated the
plates at 37°C. We then thawed, counted, and plated MEFs at a
density of 250,000 MEFs per well in a 6-well plate (scaled on the
basis of surface area for a 96-well plate). On the fourth day after
transduction, we trypsinized and sorted the mNeonGreen-positive
transduced cells in experiments with the trajectory generator or the
mNeonGreen-positive, tagBFP-positive transduced cells in experi-
ments with the trajectory controllers using a BD FACSAria III cell
sorter or a Sony MA900 Multi-Application Cell Sorter. The sorted
fibroblasts were plated at a density of 150 cells per well in a 96-well
plate. Until the seventh day after transduction, we fed the cells daily
with Fib-m (fibroblast medium) supplemented with DOX, after
which we fed the cells daily with hESC-m (human ESC medium).
Wemade hESC-m using 195 ml of DMEM/F-12 with 15 mMHepes
(STEMCELLTechnologies, #36254), 50 ml of KnockOut Serum Re-
placement (Gibco, #10828028), 1×MEM non-essential amino acids
(Gibco, #11140050), 1× β-mercaptoethanol (Gibco, #31350010),
and DOX. Until the end point, we maintained the reprogramming
cells in this medium, to which fresh fibroblast growth factor 2
(Thermo Fisher Scientific, PHG0021) was added to a final concen-
tration of 10 ng/ml daily. Throughout this period, we monitored the
density of the MEFs in the wells and replated MEFs as they dropped
to approximately 50% of the initial plating density.

Quantification of gene expression
For the time course RT-qPCR experiment in Fig. 3F, we sorted for
the mNeonGreen-positive cells using a BD FACSAria III Cell
Sorter. We collected the cells in microfuge tubes containing 200
μl of RLT buffer (QIAGEN, #79216). We kept the cells at −80°C
until we collected samples for each time point. We then thawed
the samples and extracted RNA from the sorted HDFs using an
RNeasyMicro Kit (QIAGEN, #74004) according to themanufactur-
er’s instructions. We used about 100 ng of total RNA in each RT-
qPCR reaction using the Luna Universal One-Step RT-qPCR Kit
(NEB, #E3005), set up according to the manufacturer’s instructions
and analyzed on a CFXOpus 96 instrument (Bio-Rad) in the SYBR-
green channel. We normalized gene expression within each biolog-
ical sample to the levels of the housekeeping gene GAPDH. Primer
sequences are available in table S2.

Staining
For the experiments in Figs. 1, 2, and 3, we stained for the specified
proteins and quantified the immunofluorescence signal via flow cy-
tometry. To do this, we collected the cells using either trypsin for
HDFs or ReLeSR for iPSCs followed by centrifugation. After centri-
fugation, we resuspended the cells in 150 μl of PBS and transferred
them to a 96-well plate. We washed the cells twice with PBS and
fixed them using 50 μl of a fixation solution (BioLegend,
#420801). After a 10-min incubation at room temperature and

being protected from light, we washed the cells twice using fluores-
cence-activated cell sorting (FACS) buffer and resuspended them in
a staining solution containing (i) a permeabilization buffer (BioL-
egend, #420801) diluted 10-fold in PBS and (ii) the relevant anti-
bodies diluted to yield a total volume of 50 μl of buffer per well.
For staining of surface markers such as TRA-1-60, we used FACS
buffer in place of the permeabilization buffer.We used the following
antibodies and dilutions: mouse anti-human TRA-1-60 AF647 an-
tibody (BD Biosciences, #560122) at a 1:100 dilution, mouse anti-
human OCT4 AF555 antibody (BD Biosciences, #560306) at a 1:25
dilution, mouse anti-humanOCT4 PerCP-Cy5.5 antibody (BD Bio-
sciences, #560794) at a 1:10 dilution, and mouse anti-human SOX2
AF647 antibody (BD Biosciences, #562139) at a 1:100 dilution.

For the experiments in Figs. 4 and 5, we stained for TRA-1-60
and SSEA4 and quantified the immunofluorescence signal via
imaging. At the end of the reprogramming experiment (time
points are specified here), we fixed the cells in the 96-well plates
with a 4% paraformaldehyde solution (Sigma-Aldrich,
#1004960700) for 15 min at room temperature and then washed
the wells twice with DPBS (Gibco, #14190144). We stored the
plates for up to 1 week at 4°C. After fixation, we prepared a blocking
buffer solution containing 5.19 ml of PBS, 3.31 ml of bovine serum
albumin fraction V 7.5% (Gibco, #15260037), 746 μl of goat serum
(Sigma-Aldrich, G9023), and 746 μl of horse serum (Sigma-Aldrich,
H0146) and added it to the plates. Following a 20-min incubation
period at room temperature, we washed the cells twice with a wash/
stain buffer, prepared by diluting the blocking buffer 10-fold in PBS.
We stained the cells for 2 hours at room temperature using a stain-
ing solution containing 1:2000 mouse immunoglobulin G (IgG)
anti-human SSEA4 antibody (BioLegend, #330402) and 1.2:2000
mouse IgM anti-human TRA1-60 antibody (BioLegend,
#330602). Then, we washed the cells twice and incubated the
wells in a secondary solution containing 1:400 goat AF555 anti-
mouse IgG antibody (Thermo Fisher Scientific, #A280180) and
1:2000 goat anti-mouse IgM AF647 antibody (Thermo Fisher Sci-
entific, #A21238) for 45 min at room temperature. Last, we washed
the wells twice with wash buffer and added 450 μl of PBS before
imaging. If necessary, we removed the fluorescent signal from
mNeonGreen or previous immunostaining by photochemical
bleaching as described in (100).

Time course microscopy imaging
We performed live imaging of the transduced HDFs plated onto
MEFs in square-well 96-well plates (ibidi, 89626) one to nine
times per day from reprogramming days 7 to 21 or 22 on a CellVoy-
ager7000 confocal imaging system using a 10× lens, 488-nm laser
excitation (at 50% power), and environmental control [37°C, 5%
CO2; MicroClime lids (Beckman, #001-5718)]. We acquired the
entire area of each well (0.56 cm2) using 30 (5 × 6) fields per well,
8 Z-levels (10 μm apart), 2 × 2 binning, and 150-ms exposure per
image for channel 1 (mNeonGreen, 525/20-nm emission filter) and
an “empty” channel 3 (used to capture background and autofluor-
escence, as well as mNeonGreen signal “bleed through” at 600/37
nm). In total, we acquired over 12 million images throughout
three time course imaging experiments.

To compare live channel 1 fluorescence intensity measurements
acquired before the first and after completion of the last time course
imaging run, we imaged an hiPSC line with highly consistent en-
hanced green fluorescent protein (EGFP) expression (line 1701
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with monoallelic mEGFP-tagged HIST1H2BJAICS-0061-036,
Coriell Institute). We determined that the medians of the integrated
mEGFP signals (M-phase 2N chromatin) varied by less than 0.5%
(137,798 versus 138,386), indicating that imager system perfor-
mance did not deteriorate over the time span of the experiments.

Time course image processing and analysis
We carried out the following image preprocessing steps on the ac-
quired channel 1 and 3 images: Z-projection, background subtrac-
tion, flat-field correction, and montaging. To facilitate image
alignment throughout the time course and identification of
nuclear ROIs, we calculated a ratio image (“C13”) by dividing the
signal intensity from the preprocessed channel 1 (“C01”) and
channel 3 (“C03”) images (fig. S9A). We identified the locations
of candidate nuclear ROIs by finding the local maxima after remov-
ing noise and outlier pixels and applying a Gaussian blur followed
by dynamic thresholding, watershedding, and application of
nuclear size and shape selection criteria (fig. S8, A to E). For each
nuclear ROI, we extracted the mNeonGreen signal on the basis of
the fluorescence intensity in the C01 images. All image processing
and analysis was performed using FIJI (2.0.0-rc-69/1.52p) on a
MacPro (64GB RAM, OS10.15.6); all scripts are available
upon request.

We used fluorescent beads (TetraSpeck 4 μm, Thermo Fisher
Scientific, T7283, lot #55790A; Inspeck Green, Thermo Fisher Sci-
entific, I14785, lot #2407893) to determine the required Z-depth to
confirm signal linearity and consistency of the fluorescence inten-
sity measurements over time and to enable comparison of signal in-
tensities between imaging and flow cytometry data (fig. S8).

Imaging-based comparison of SOX2, OCT4:mNeonGreen,
and OCT4 levels
We plated the transduced HDFs at low density on MEFs and mul-
tiple hiPSC lines (723, 1157.2, 603, 1698, 1566, 280, 1400, 1480, and
PGP1) onMEFs using hESCmedium in parallel wells of square-well
96-well plates. We imaged the live HDFs to capture mNeonGreen
levels using the same conditions and procedures as described above
for the time-course imaging. After fixing and staining theHDFs and
iPSCs for OCT4 and SOX2 as described above, we imaged them to
capture immunofluorescence levels. We used our image analysis
pipeline to identify the nuclei on processed (flat field–corrected,
background-subtracted, montaged, and aligned) OCT4 images for
hiPSC colonies. To identify transduced HDF nuclei, we created
masks by merging the thresholded OCT4 and SOX2 images to
capture OCT4- and/or SOX2-positive cells (fig. S10). We used the
C13 images to identify the nuclear ROI of the same cells during live
imaging. We rejected from further analysis cells for which no
matching C13 nucleus could be found (if greater or fewer than
one nucleus was found within 50 pixels or if the nuclear shape or
size did not match that of the OCT4/SOX2 nuclear region). We
defined OCT4 and SOX2 antibody background staining levels as
the 40th percentile of the mean fluorescence intensities observed
in the nuclei of MEFs (which do not express human OCT4 or
SOX2) present in the same well and subtracted the obtained
values from OCT4 and SOX2 images before fluorescence intensity
measurements.

Trajectory reconstruction
To identify the colonies present at the end of the imaging time
course, we took a Z projection of each well (Z: time axis). We
then applied a Gaussian blur and threshold to these images to loca-
tion regions likely to contain colony formation events (fig. S9B). For
each of these regions, we selected those with greater than 50 cells at
the final time point for further analysis. We used “reverse” and
“forward” trajectory reconstruction strategies. For the reverse trajec-
tory reconstruction, we created a polygon for the last time point
based on the region identified in the previous step. For each subse-
quent time step, we expanded and contracted the polygon to iden-
tify cells likely to belong to the same colony formation event. Given
that this strategy is more successful after the colony has begun to
form, we coupled this analysis with a forward algorithm, in which
we predicted cellular movement and division among cells between
two consecutive early time points. This way, we generated trajectory
predictions for each cell present at the first time point. As this strat-
egy is more accurate at early time points, we determined a cutoff, set
as the first time point at which the colony contains at least 50 cells.
Last, we manually validated each trajectory to improve the accuracy
of our predictions. We discarded from analysis colonies that formed
but were not present at the staining time point and colonies for
which we could not confidently reconstruct a trajectory. We
report the median mNeonGreen signal intensity for a given
nuclear ROI as the expression level for each corresponding cell
and found that the integrated density and the median of all the
pixels within the nuclear ROI are correlated (fig. S11), demonstrat-
ing that our results also hold for integrated density measurements.

Lineage tracing via barcoding
This protocol (fig. S4A) was developed in collaboration with the
Wrana Lab (Lunenfeld-Tanenbaum Research Institute, Toronto).
The barcode library was generated by adapting a previously report-
ed barcoding strategy (101) by introducing the barcode region into
the pLVX DsRed N1 plasmid (Clontech Laboratories). This barcod-
ing technique involved lentiviral integration of a variable DNA se-
quence ligated to an RFP reporter. The DNA barcode region is 27
base pairs long and composed of 12 interspersed variable bases
(NNATCNNGATSSAAANNGGTNNAACNN). The constant
base pair region enables sequencing read error frequencies to be
quantified. The library has a theoretical estimated complexity of
about 36,000 unique possible barcodes, but experimentally, we
note a frequency of around 18,000 unique barcodes. We transduced
HDFs with barcoding virus at MOI 0.1 (at a lowMOI such that each
cell only receives one barcode) on day −3. On day 0, we counted the
cells and transduced them with the reprogramming lentiviruses in
Fig. 3A. We sampled one-third of the cells for sequencing to deter-
mine the number of unique barcodes. On day 6, we sorted the cells
on the basis of low, medium, and high OCT4 (measured via
mNeonGreen fluorescence) and plated them separately in three par-
allel wells per condition. We sampled the cells for sorting and
barcode sequencing on days 10 and 14. On day 22, we stained the
cells for TRA-1-60 to isolate successfully reprogrammed cells for
sequencing.

Modeling
We compared two expression systems: (i) a two-virus system encod-
ing a transcriptional activator (A) and its cognate strong inducible
promoter, which drives expression of the output protein (Y ), on
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separate constructs, and (ii) a one-virus system encoding a consti-
tutive promoter driving expression of the output protein (Y ). In the
first system, the transcriptional activator A binds to the promoter
only if it is bound to DOX.

We analyzed ordinary differential equations (ODEs) describing
each system to compare the distributions of Y for each system trans-
duced at different MOIs. Assuming that the binding and unbinding
reactions occur on amuch faster time scale than the protein produc-
tion and decay reactions (46) and that DOX is at a saturating con-
centration, we wrote the ODEs for system (i) as

_mA ¼ αAn2 � δAmA; _A ¼ βAmA � γAA; _mY

¼ αYHðn2Þn1 � δYmY ; _Y ¼ βYmY � γYY ð1Þ

in which αA and αY represent the transcription rate constants for A
and Y, βA and βY represent the translation rate constants for A and
Y, δA and δY represent the mRNA dilution rate constants for A and
Y, γAand γY represent the protein dilution rate constants for A and
Y, and n2 and n1 represent the DNA copy number related to A and
Y, respectively. _mA and _mY represent the dynamics of each mRNA
species, and _Aand _Y represent the dynamics of each protein species.
Furthermore, H(n2) represents a Hill function (46), which can be
written as Hðn2Þ ¼ ðn2A=KdTÞ=ð1þ n2A=KdTÞ, where A repre-
sents the concentration of A expressed from one DNA molecule
(n2 = 1) and KdT corresponds to the dissociation constant of A
from the inducible promoter.

Using the same assumptions described above, we wrote the
ODEs for system (ii) as

_m ¼ αYn1 � δYmY ; _Y ¼ βYmY � γYY ð2Þ

From Eqs. 1 and 2, we obtained the expression for the steady-
state concentration of Y for systems (i, left) and (ii, right)

Yss ¼
βYαY
γYδY

Hðn2Þn1 ¼
βYαY
γYδY

βAαA
γAδA

n2
KdT

1þ βAαA
γAδA

n2
KdT

n1

¼
βYαY
γYδY

Ass
KdT

n2

1þ Ass
KdT

n2
n1;Yss ¼

βYαY
γYδY

Hðn2Þn1 ð3Þ

in which we introduced the parameter Ass ¼ ðβAαAÞ=ðγAδAÞ.
To evaluate how the copy number variation affects levels of Y, we

modeled n1 and n2 as random variables following a Poisson distri-
bution for which the MOI is the Poisson parameter: Pðn; λÞ ¼ λne� λ

n!

with (n, λ) = {(n1, λ1), (n2, λ2)}, in which λ1 = MOI1 and λ2 = MOI2.
We compared the coefficient of variation (CV) of the distribu-

tion of Yss of the two systems at different MOIs. The CV formula is

given by CVðXÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E½X2�� E½X�2
p

E½X� .
We also performed stochastic simulations of the two systems to

study their temporal dynamics. To this end, we constructed the

following chemical reactions for system (i)

n2!
αA n2 þmA; mA!

βA mA þ A; mA!
δA
;; A!

γA
;;

Aþ D!a C; C!d Aþ D; Cþ P0!
a P1; P1!

d Cþ P0;

P1!
d Cþ P0; C!

γA
;; P1!

γA P0; P1!
αY P1 þmY ;

mY!
βY mY þ Y; mY!

δY
;; Y!

γY
;

ð4Þ

in which D represents the DOX concentration, C represents the
complex between D and A, P1 represents the activated promoter,
that is, the complex between the Y promoter (P0) and the
complex C, and a and d represent the binding and unbinding reac-
tion rate constants, respectively. Furthermore, because of the DNA
conservation law, we know that nP0

+ nP1
= n1.

For system (ii), we derived the following chemical reactions

n1!
αY n1 þmY ; mY!

βY mY þ Y; mY!
δY
;; Y!

γY
; ð5Þ

We simulated the full set of reactions written above with Gilles-
pie’s stochastic simulation algorithm (102).
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