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INTRODUCTION

Over the past decades, a multitude of exciting research has advanced our understanding of how the mammalian brain learns and stores new information. For a long time, research has focused on the role of pyramidal neurons during memory processes. However, recent discoveries about the role of inhibitory neurons in learning and memory formation have led to a growing appreciation of inhibitory gamma-aminobutyric acid-expressing neurons in the hippocampus.

One of the most captivating questions in neuroscience revolves around the brain’s ability to efficiently and durably capture and store information. It must process continuous input from sensory organs while also encoding memories that can persist throughout a lifetime. What are the cellular-, subcellular-, and network-level mechanisms that underlie this remarkable capacity for long-term information storage? Furthermore, what contributions do distinct types of GABAergic interneurons make to this process? As the hippocampus plays a pivotal role in memory, our review focuses on three aspects: (1) delineation of hippocampal interneuron types and their connectivity, (2) interneuron plasticity, and (3) activity patterns of interneurons during memory-related rhythms, including the role of long-range interneurons and disinhibition. We explore how these three elements, together showcasing the remarkable diversity of inhibitory circuits, shape the processing of memories in the hippocampus.

INTERNEURON TYPES AND MICROCIRCUITS

“Classic” interneuron classifications

A classic distinction in cortical circuits is between the majority (80%–90%) of excitatory glutamatergic pyramidal cells (PCs) and a minority of inhibitory GABAergic interneurons. The latter group forms a strikingly heterogeneous population of interneuron types that were defined over the course of more than a century of research, based on morphology (e.g., basket cells [BCs]), electrophysiological properties (e.g., fast-spiking [FS]), connectivity/targeting (e.g., axo-axonic [AAC]), or the expression of particular molecular markers (e.g., somatostatin [SOM]).

In this review, we first highlight recent advances regarding the diversity of hippocampal interneurons, including an overview of their positions in the microcircuitry. Next, we summarize knowledge of synaptic and intrinsic plasticity phenomena in interneurons. For a few types, we discuss their contribution to the induction and regulation of oscillatory rhythms, which likely reflect important roles during memory encoding and consolidation. We end by posing a number of critical questions that should be answered in order to reach a deeper understanding of how interneuron diversity impacts hippocampal memory formation.
the neocortex. For instance, the oriens-lacunosum-moleculare (O-LM) cell with dendrites in stratum oriens (SO) extends an axon into stratum lacunosum-moleculare (SLM), where it branches extensively and targets the apical dendrites of PCs.32–34 The bistratified cell (BiC) is defined by axons limited to stratum radiatum (SR) and SO.34,35 These two interneuron types have been reported to co-express SOM and PV.22,36 (Figure 1). The other two stereotypic PV interneurons in the hippocampus are the AAC cells (also known as chandelier cells), targeting PC axon initial segments,37,38 and the FS BCs, targeting PC somata and proximal dendrites.10 Both display FS responses to depolarizing input and fire at high rates in vivo.22,39 In contrast, SOM cells typically have lower firing rates despite their low firing threshold.40

For CGE-derived interneurons, three main subclasses have been defined based on the expressions of Lamp5, Sncg, or vasoactive intestinal peptide-expressing (VIP).41 Lamp5 interneurons include ivy and neurogliaform cells (NGFCs). The ivy cell is the most common interneuron type in CA1; it has a distinct morphology with a relatively extensive axonal cloud extending over several hippocampal layers and co-expresses neuronal nitric oxide synthase (nNOS), suggesting retrograde signaling via nitric oxide (NO). NGFCs morphologically resemble compact ivy cells, with a distinctive “bushy” dendritic tree and a dense axonal cloud.43 Cells whose dendrites fall within the axonal tree of these two major cell types are inhibited via “volume transmission” of GABA, which induces a combination of slow GABA-A receptor-mediated synaptic currents and spill-over-mediated activation of extra-synaptic GABA-B receptors.45,46 Paradoxically, although ivy cells express Lamp5 (a marker for a major subclass of CGE interneurons, as mentioned above), they appear to stem from the MGE, along with a subpopulation of nNOS-expressing NGFCs.46 Sncg cells were shown to include many cholecystokinin (CCK)-positive cell types.47 However, CCK cells are a remarkably diverse group in the hippocampus48,49 (Figure 1) that extends beyond Sncg cells.13 The majority of cells in the VIP subclass are interneuron-specific (IS), specifically targeting other interneurons rather than PCs. Three types of IS interneurons have been described, mostly in the hippocampus (Figure 1), and they are likely to play important disinhibitory roles.50

Overall, the above studies highlight the extensive diversity of the most important interneuron types in the hippocampus. Although recent single-cell transcriptomic datasets have led to a more extensive taxonomy of hippocampal interneurons,13,41,47,51 with up to ~100 types having been described, the functional significance of these transcriptomic types remains mostly uninvestigated. Indeed, the question of what constitutes the most useful way to classify a cell type is non-trivial and depends on the question one wishes to address.52–56 Although this new method of classification presents an exciting and important avenue for future research, there is still much work to be done to determine how these transcriptomic cell types relate to the more traditional classifications such as morphological or

Figure 1. Hippocampal interneuron diversity
Overview of interneuron types in CA1, based on a combination of morphologies and a small number of molecular markers. For each type, axon terminations are indicated by colored dots, and dendritic distribution by thicker lines. External inputs are indicated by black arrows in the appropriate layers. Note that types 17 and 24–29 include external projections, indicated by arrows; other projections have also been reported but are not included here. To indicate the somatic and dendritic location of pyramidal cells relative to the interneuronal axon terminals, one schematic pyramidal cell (PC, pink) is included. Figure modified with permission from Booker and Vida.7
molecular markers. Therefore, in this review, we focus on published work at the level of interneuron types described above.

**Long-range projecting interneurons**

Although GABAergic cells are mainly considered to be locally targeting interneurons, there is also a diverse group of long-range projecting (LRP) interneurons. In the hippocampus, three main projection patterns have been described, which are likely correlated to different functional roles.

The first group, retrohippocampal-projecting interneurons in CA1, is characterized by long-range projections limited to the entorhinal cortex (EC) and nuclei of the subicular complex (areas often described as “retrohippocampal”). This group includes “trilaminar” cells (Figure 1), which are SOM- and PV-negative, muscarinic type 2 acetylcholine receptor (M2R)-expressing interneurons that send projections to the subiculum.57,63,65 VIP+ LRP interneurons co-expressing M2Rs and calbindin,61,62 not only project to the subiculum, where they target both inhibitory interneurons and PCs but also make local synaptic contacts with O-LM cells, BiCs, and BCs. Hence, they may also mediate local disinhibition (see below).

Back-projecting interneurons form the second group of LRP interneurons in CA1, with projections “back” to large parts of the upstream areas of CA3 and dentate gyrus (DG). This group is heterogeneous in terms of their precise targets, expression profiles, and firing patterns during memory-related rhythms (see section activity patterns of hippocampal interneurons in theta rhythm and SWRs). Two types with axons extending into the molecular layer of DG appear to be SOM+ (Figure 1),57,62,65 SOM+ interneurons co-expressing nNOS may also include back-projecting cells.63,65 Note that SOM-negative interneurons back-projecting to CA3 have also been reported,65 expressing corticotropin-releasing hormone (CRH) and CCK (Figure 1).

Extrahippocampally projecting interneurons form the third main group of LRP interneurons. This group includes a population of SOM cells that project to one or more extrahippocampal areas, including the ipsilateral medial septum (MS), the medial EC (MEC), the stratum, and contralateral DG.57 This population includes some “double projection” SOM- and calbindin-expressing cells (Figure 1) that target retrohippocampal areas and the MS59; in some cases, these cells additionally express neuromelanin (NYP).57,68 A partial overlap with SOM cells was described for so-called theta-off-ripple-on (TORO) cells,42 with multiple extrahippocampal targets including subiculum, lateral EC (LEC) and MEC, retrosplenial cortex, MS, and others. These cells were classified not only based on their functional properties (as implied by their name, see section activity patterns of hippocampal interneurons in theta rhythm and SWRs) but also on the robust expression of M2R. SOM-negative “radial-retrohippocampal neurons” (Figure 1) project to retrohippocampal areas, the retrosplenial cortex, and indusium griseum.68 More recently, another type of SOM-negative interneuron expressing nNOS and projecting onto many different extrahippocampal areas has also been described.69

**Connectivity and microcircuits**

The role of each interneuron type is not only determined by its expression profiles, morphologies, and intrinsic electrical properties but also by its connectivity. In the last decade, there have been huge advances in techniques enabling connectomic studies, both structurally and functionally. On the structural side, a series of studies revealed the connectivity between CA1 pyramidal neurons and eleven prominent interneuron types70: a CA1 PC receives roughly 1,120 inhibitory synapses, including about 420 from ivy cells; 180 from PV BCs; 140 from NGFBCs; BiCs and CCK BCs each contribute about 100 synapses; O-LM cells about 80; and AAC cells, 30. More recently, EM reconstructions have allowed unprecedented insights into the connectivity patterns of interneurons in a number of brain regions and mammalian species.71,72 Unfortunately, to the best of our knowledge, such data are not yet available for the entire hippocampus.73,74 Although considerable progress has been made in terms of linking EM reconstruction to the function of the reconstructed neurons,75 in general, this “connectomics” approach is still restricted by difficulties in labeling particular cell types in electron microscopy. Furthermore, the volume that can be reconstructed is still limited. These limitations mean that one can only determine the connectivity of cells with nearby somata, with limited access to transcriptomic data for the connected cells.

Recent advances in patch-clamp methodology now allow the simultaneous recording from up to 12 neurons and have yielded large datasets that reveal details of local microcircuits.76,77 Although most of these studies have focused on excitatory connectivity in the hippocampal formation, a series of studies have elucidated connectivity for several subclasses of interneurons in the subicular complex78–80 and the MEC.81 For example, sharp-wave ripple (SWR) events propagating from area CA1 into the subiculum are associated with selective activation of burst-firing but not regular-firing PCs. In line with this observation, regular-firing, but not burst-firing, PCs are more strongly interconnected with FS PV interneurons.82 Such a specific inhibitory innervation of principal cell types has also been shown in EC82 and CA183 and is hypothesized to separate different information streams.84 Consistent with this idea, burst-firing and regular-firing cells in the subiculum have different long-range projection targets,85,86 and the described connectivity scheme may help to selectively mediate the information conveyed during SWRs to specific downstream brain areas. Within area CA1, there are also two main populations of PCs that populate different sublayers of stratum pyramidale (SP).87,88 One type (the “deep” PC) seems selectively inhibited during SWRs.89,90 The inhibition of deep PCs appears to be mediated mainly by PV BCs, whereas inhibition of superficial PCs is mediated more by CCK BCs.83,90 Thus, both the subiculum and CA1 demonstrate a division of labor in terms of interneuron innervation between PC subpopulations. However, the exact contribution of different interneuron types to the delineation of distinct output streams remains unclear.

In addition to controlling information streams mediated by excitatory pathways, interneurons can also inhibit other interneurons, leading to disinhibition. Such disinhibition has been demonstrated to contribute to learning in neocortical areas.90,91 In contrast, the role of disinhibition in the hippocampus during high-level computations, such as memory formation, is only beginning to be unraveled. Hippocampal disinhibitory signals
Table 1. Hippocampal disinhibitory connectivity motifs

<table>
<thead>
<tr>
<th>Mode of disinhibition</th>
<th>Presynaptic interneuron</th>
<th>Molecular marker</th>
<th>CA1 target interneuron</th>
<th>Method</th>
<th>Publication(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interneuron-specific (IS) inhibition</td>
<td>IS-1 CR</td>
<td>CB IN (SCA, PPA); CCK/VIP BC; IS-1</td>
<td>immunocytochemistry; electron microscopy</td>
<td>Acsády et al. 92, and Gulyás et al. 93</td>
<td></td>
</tr>
<tr>
<td></td>
<td>IS-2 VIP</td>
<td>SCA, PPA, IS-2, CCK/VIP BC</td>
<td>immunocytochemistry; electron microscopy</td>
<td>Gulyás et al. 93</td>
<td></td>
</tr>
<tr>
<td></td>
<td>IS-3 VIP; CR</td>
<td>O-LM, BiC, CCK/VIP BC, O-O</td>
<td>paired recording, in vitro</td>
<td>Tyan et al. 95</td>
<td></td>
</tr>
<tr>
<td>Non-IS homotypic inhibition</td>
<td>VIP-LRP&lt;sup&gt;a&lt;/sup&gt;</td>
<td>VIP; M2R; CB</td>
<td>O-LM, BiC, CCK BC</td>
<td>paired recording, in vitro</td>
<td>Francavilla et al. 61</td>
</tr>
<tr>
<td></td>
<td>CCK-BC</td>
<td>CCK; CB; R&lt;sup&gt;b&lt;/sup&gt;</td>
<td>CCK BC</td>
<td>paired recording, in vitro</td>
<td>Daw et al. 96</td>
</tr>
<tr>
<td>Non-IS heterotypic inhibition</td>
<td>O-LM SOM; mGluR1&lt;sub&gt;x&lt;/sub&gt;; (PV)</td>
<td>CCK BC, SCA, PPA, NGFC</td>
<td>paired recording, in vitro</td>
<td>Elfant et al. 100</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CCK-BC</td>
<td>CCK; CB1R&lt;sup&gt;d&lt;/sup&gt;</td>
<td>PV BC</td>
<td>optogenetics and Ca&lt;sup&gt;2+&lt;/sup&gt; imaging, in vitro and in vivo</td>
<td>Karson et al. 101</td>
</tr>
<tr>
<td>Extrahippocampal GABAergic, long-range input</td>
<td>TORO M2R</td>
<td>PV- and CCK-expressing IN AAC</td>
<td>immunocytochemistry</td>
<td>Szabó et al. 20</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PV BC</td>
<td>PV- and CB-expressing IN</td>
<td>paired recording, in vitro</td>
<td>Freund and Antal 102</td>
<td></td>
</tr>
<tr>
<td>PFC-hippocampal</td>
<td>not specified</td>
<td>PV- and CB-expressing IN</td>
<td>immunocytochemistry, anterograde tracing; electron microscopy</td>
<td>Unal et al. 103</td>
<td></td>
</tr>
<tr>
<td></td>
<td>not specified&lt;sup&gt;e&lt;/sup&gt;</td>
<td>not specified&lt;sup&gt;g&lt;/sup&gt;</td>
<td>antero- and retrograde, and AAV tracing; immunocytochemistry; electron microscopy</td>
<td>Unal et al. 104</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PV; SATB1; HCN4</td>
<td>BiC</td>
<td>juxtacellular labeling, electrophysiology immunocytochemistry</td>
<td>Unal et al. 104</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GAD67 (not further specified)</td>
<td>PV-, CB-, CR-, SOM-expressing IN&lt;sup&gt;f&lt;/sup&gt;</td>
<td>immunocytochemistry; optogenetics, in vivo and in vitro</td>
<td>Sans-Dubianc et al. 105</td>
<td></td>
</tr>
<tr>
<td></td>
<td>mGluR8a; in terminals</td>
<td>trilaminar IN (M2R+)</td>
<td>anterograde labeling</td>
<td>Katona et al. 109</td>
<td></td>
</tr>
<tr>
<td></td>
<td>not specified&lt;sup&gt;h&lt;/sup&gt;</td>
<td>TORO</td>
<td>optogenetics and Ca&lt;sup&gt;2+&lt;/sup&gt; imaging, in vivo and in vitro</td>
<td>Szabo et al. 20</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PFC-hippocampal</td>
<td>PV; Som; VIP; CR; NPY&lt;sup&gt;i&lt;/sup&gt;</td>
<td>VIP-expressing IN</td>
<td>optogenetics and Ca&lt;sup&gt;2+&lt;/sup&gt; imaging, in vivo and in vitro</td>
<td>Malik et al. 106</td>
</tr>
</tbody>
</table>

Abbreviations: IN, interneuron; SCA, Schaffer-collateral associated; PPA, perforant path associated; O-O, Oriens-oriens; SATB1, special AT-rich sequence binding protein 1; HCN4, hyperpolarization-activated cyclic nucleotide-gated channel isoform 4; GAD67, glutamate decarboxylase isoform 67.<br<><sup>a</sup>VIP-LRP INs target both PCs and INs in the subiculum<sup>61</sup> and thus, strictly speaking, these cells can only be considered interneuron-specific within CA1.<br<><sup>b</sup>Based on the available literature, it is unclear whether these CCK-expressing BCs belong to the VIP or VGlut3-expressing group.<br<><sup>c</sup>Postsynaptic targets in the subiculum included PV-, CB-, CR-, NECA1<sub>β</sub>, CCK- and Reelin-expressing IN, among others.<br<><sup>d</sup>The majority of postsynaptic somata was found in the pyramidal cell layer. Fractions of postsynaptic somata expressing PV: 44%, CB: 22%, CR: 18%, SOM: 9%, CCK: 4%, VIP: 3%.<br<><sup>e</sup>Medial septum GABAergic neurons were labeled using Dlx5/6-Cre transgenic mice and Cre-dependent viral constructs.<br<><sup>f</sup>Prefrontal cortex GABAergic neurons were labeled using Dlx12b-Cre transgenic mice and Cre-dependent viral constructs.
can be mediated by different circuit elements (Table 1), either by IS interneurons (IS inhibition, [1]), non-IS interneurons that contact inhibitory neurons of the same type (non-IS homotypic inhibition, [2]), non-IS interneurons contacting other interneurons (non-IS heterotypic inhibition, [3]), or inhibitory inputs from other brain regions, such as the MS or EC, onto different types of hippocampal interneurons (extrahippocampal long-range GABAergic input, [5,4]). In the following paragraphs, we briefly summarize the main characteristics of hippocampal disinhibitory interneurons (Table 1).

(1) Freund and colleagues first characterized IS interneurons and showed that these cells express calretinin (CR) (IS-1), VIP (IS-2), or both (IS-3). Postsynaptic local targets of IS interneurons include not only other types of IS cells and pyramidal neuron dendrite-targeting interneurons (like BiCs, O-LM cells, and others) but also CCK/VIP-expressing BCs. In addition to these “classical” types, another IS interneuron was recently characterized, namely VIP-expressing interneurons with long-range projections to the subiculum (VIP-LRP), indicating a possible role of VIP-LRP INs in coordinating hippocampal and subicular activity during mnemonic processing. In addition to IS cells, disinhibition mediated by non-IS interneurons is also well documented in CA1. (2) For homotypic connections, paired intracellular recordings from hippocampal slices have shown synaptic transmission between PV interneurons, CCK interneurons, and NGFICs. (3) For heterotypic connections, bidirectional synaptic connections between PV and CCK BCs have been identified anatomically, and paired recordings in vitro showed inhibition of PV BCs by CCK BCs. More recently, Dudok et al. used a combination of immunocytochemistry, optogenetics, and in vivo Ca$$^{2+}$$ imaging to uncover PV to CCK BC connections. Consistent with this, reciprocal signaling between both types of BCs, CCK BCs, and PV cells can express complementary activity levels depending on the brain state. These findings are of particular significance, given the importance of PV interneuron-mediated inhibition in hippocampus-dependent memory formation associated with theta and ripple oscillations (see section activity patterns of hippocampal interneurons in theta rhythm and SWRs). (4) Currently, most of our knowledge about the effects of disinhibition on hippocampus-dependent function is based on GABAergic extrahippocampal “long-range” input controlling CA1 interneurons. Significant inhibitory projections to CA1 emanate from the MS, primarily from PV cells that target interneurons, including PV types as well as trilaminar and TORO cells. As shown in functional Ca$$^{2+}$$ imaging in behaving mice, septo-hippocampal (S-H) GABAergic projections surrounding and inhibiting TORO cells are active during theta-associated locomotion, and S-H inhibitory projections contribute to the encoding of sensory saliency. Moreover, a role of disinhibition via GABAergic S-H projections has been directly demonstrated for contextual fear memory, where these inputs show activity during memory retrieval, thereby suppressing target CA1 interneurons. The acute chemogenetic suppression of S-H GABAergic inputs resulted in increased activity of PV interneurons in CA1 and suppressed fear memory retrieval. Thus, memory recall seems to depend on GABAergic input from the MS acting on PV interneurons, disinhibiting PCs, and increasing their activity. Consistent with this significant role of S-H disinhibition in hippocampal memory formation, S-H signaling has been shown to decay during normal aging and in a mouse model of Alzheimer’s disease. This finding indicates that impaired disinhibition may participate in the pathology of some forms of dementia.

Above, we outlined progress in understanding interneuron diversity in the hippocampus. We discussed the main methods by which interneurons are currently classified and how new methods might extend future classifications. Additionally, we presented the current knowledge on the connectivity of interneurons and their role in the topology of local and larger brain circuits. This topology determines the flow of information within and between brain regions. However, to ultimately understand memory formation, knowledge of topology alone is not sufficient. Another important feature of neuronal networks is their capacity for plasticity. In the next section, we therefore discuss the current knowledge of plasticity mechanisms exerted by different interneuron subclasses in the hippocampus.

**PLASTICITY OF SYNAPTIC TRANSMISSION AND INTRINSIC EXCITABILITY IN HIPPOCAMPAL INTERNEURONS**

Although plasticity induction in PCs is a well-studied phenomenon that is assumed to underlie memory-related processes in the hippocampus and beyond, the plasticity of hippocampal interneurons has only recently started to be elucidated. Thus far, the best-studied form of synaptic plasticity in hippocampal interneurons is the plasticity of glutamatergic synapses formed by PCs onto interneurons (PC to IN synaptic plasticity). PC to IN synaptic plasticity (such as long-term potentiation [LTP] and long-term depression [LTD]) typically refers to changes in the amount and/or properties of interneuron postsynaptic receptors, as discussed in recent reviews. Importantly, plasticity has also been documented at GABAergic synapses onto PCs. This IN to PC synaptic plasticity, also known as presynaptic inhibitory plasticity, involves changes in the postsynaptic GABA receptors or in the amount of GABA release and can result in either LTP or LTD. Moreover, in addition to synaptic plasticity, changes in the properties of voltage-dependent conductances that mediate the integration of incoming signals (e.g., potassium channels) can evoke alterations in the excitability of a neuron. This plasticity of intrinsic excitability (IE) can be input- or cell-specific and was recently described in just a few interneuron types. This section aims to summarize the current knowledge on different forms of plasticity “to and from” interneurons, with an emphasis on hippocampal areas. We start by discussing studies related to synaptic plasticity (Figure 2), followed by recent advances in intrinsic plasticity mechanisms (Figure 3).

**PC to IN synaptic plasticity**

Studies on PC to IN synaptic plasticity date back to the 1980s, when LTP induction in interneurons was established via tetanic stimulation in the CA1 area in vivo. This interest was recently renewed for both hippocampal and cortical interneurons in rodents. Several of these studies highlight the diversity of plasticity induction forms resulting from the
abundance of active membrane mechanisms and their heterogeneous distribution across different interneuron types or even subtypes.\textsuperscript{54,115} For example, in hippocampal interneurons in the SLM and specifically in NGFcs, LTP was found to be NMDAR dependent\textsuperscript{124} (Figure 2A, right), enabling the induction of synaptic plasticity similar to that reported for PCs. This form of synaptic NMDAR-dependent plasticity is also known as Hebbian plasticity for both PCs and interneurons. However, apart from NGFcs, the specific interneuron types that exhibit this form of Hebbian LTP remain unknown.\textsuperscript{115,124} Another NMDA-independent induction of LTP, depending on metabotropic glutamate type 1 receptors (mGlUR1s), has been documented for CA1 SO interneurons.\textsuperscript{126,133,134} However, the exact subtypes of interneurons were not described. Although initially characterized as Hebbian, a later study\textsuperscript{126} reported that the interaction between mGlUR1s and muscarinic receptors (mAChRs) results in CP-AMPAR-dependent rather than NMDAR-dependent postsynaptic LTP. Induction of LTD, on the other hand, is significantly less studied in PC to IN synapses in the hippocampus; it has been suggested to be mediated by mGlUR1 or NMDA receptors.\textsuperscript{11,116} Taken together, both LTP induction (NMDAR or CP-AMPAR-dependent) (Figure 2A) and LTD induction have been reported in some broadly defined hippocampal interneuron types, mainly the PV class. However, further work is needed to map the different forms of synaptic plasticity induction across all hippocampal interneuron subtypes (e.g., in distinct PV subtypes, SOM, and VIP classes) in order to delineate the mechanisms that mediate each form of plasticity.

**IN to PC synaptic plasticity**

Both LTP and LTD have been described in IN to PC connections across multiple brain regions, including hippocampal areas.\textsuperscript{118,135} It has been shown that depolarization of pyramidal neurons can regulate an increase or a decrease in GABA release, which enhances (LTP) or reduces (LTD) the resulting inhibitory postsynaptic potentials (IPSPs) onto PC dendrites. This retrograde signaling from PCs onto presynaptic interneurons is

---

**Figure 2. Best-characterized forms of synaptic plasticity in hippocampal interneurons**

(A) PC to IN synaptic LTP formation has been shown to be either CP-AMPAR dependent, e.g., in PV BCs (left) or NMDAR dependent, e.g., in NGFcs (right). Red dots represent glutamate release.

(B) IN to PC plasticity examples. Induction of presynaptic LTD in CCK BC to PC synapses (left): postsynaptic (PC) eCB signaling mediates the activation of presynaptic CB1Rs that in turn regulate the reduction of GABA release from the CCK-BC axonal terminals. T and L type VGCC-dependent LTD in SOM to PC synapses (right): coincident activation of both presynaptic SOM cell and postsynaptic PC cell leads to activation of T and L type VGCCs in PC dendrites that induces the activation of CaMKII. CaMKII activation leads in inhibitory LTD in SOM to PC synapses. Red dots represent GABA release. Figure created with BioRender and designed based on data from published work.\textsuperscript{123,124–127}
Please cite this article in press as: Tzilivaki et al., Hippocampal GABAergic interneurons and memory, Neuron (2023), https://doi.org/10.1016/j.neuron.2023.06.016
mediated by molecules such as endocannabinoids (eCBs), NO, and brain-derived neurotrophic factor (BDNF) that can influence the GABA release machinery in interneurons by activating receptors on the interneuronal axon terminals (e.g., cannabinoid receptors [CBRs]). In contrast to PC to IN plasticity, where most is known about LTP induction, for IN to PC synaptic plasticity, the most characterized form is the induction of LTD in GABAergic axonal terminals. The leading retrograde signal messengers for this IN to PC LTD (often called presynaptic iLTD) consist of eCBs, which decrease GABA release via the activation of CBRs (Figure 2B, left). For CCK-positive BCs, in particular, CBR-inverse agonists can increase GABA release. Although CBRs are abundant in regular spiking CCK-positive BCs, this is not the case for FS BCs, suggesting that eCB-dependent IN to PC LTD is interneuron type dependent. Other studies suggest that IN to PC iLTD can also be achieved by alternative mechanisms. Specifically, in CA2 PV-positive interneurons, GABA release is reduced following stimulation of the CA3 Schaffer collaterals through the activation of delta opioid receptors in their dendrites. In this study, the induction of PC to IN plasticity was associated with the ability of CA2 PV-positive interneurons to control the CA3 to CA2 transmission.

In addition, a recent in vitro study showed the induction of either LTP or LTD upon coincident activation of both inhibitory presynaptic and excitatory postsynaptic neurons in CA1. In particular, CA1 PV interneuron to PC synapses in SP undergo LTD upon activation of postsynaptic T type voltage-gated calcium channels (VGCCs) and calcium, which in turn modulate the amount of GABA receptors in the excitatory postsynaptic cell. In contrast, under the same stimulation protocol, CA1 SOM interneuron to PC synapses in SO and SLM layers undergo LTP (Figure 2B, right). Although in this case, T type VGCCs were activated, similar to PV-PC synapses, the joint activation of L type VGCCs (located in the PC dendrites) resulted in the activation of calcium–calmodulin (CaM)-dependent protein kinase II (CaMKII) and, in turn, in SOM to PC LTD.

Altogether, the abovementioned data demonstrate the plethora of mechanisms that lead to synaptic plasticity induction and from distinct interneurons. However, our knowledge remains restricted to the PV and SOM subclases, as well as CCK and NGF types. Future studies should delineate the mechanisms and forms of synaptic plasticity in other interneuron types, including Ivy cells and VIP cells, among others, as well as the possibility of plasticity induction in interneuron-interneuron synapses.

**Intrinsic excitability**

Multiple ion channels and transporters, located at input (dendrites) or output sites (axons) of neurons, engage in plasticity of IE. Below, we summarize findings related to IE of hippocampal interneurons and discuss the potential advantages of this plasticity form in memory processing.

In an earlier study on DG BCs, it was shown that after tetanic stimulation of glutamatergic inputs, interneurons exhibited a long-term change in the rate of electrogenic Na+/K+-ATPase pump function. As a result, interneurons responded to stimuli with spikes instead of the previously generated subthreshold excitatory postsynaptic potentials (EPSPs). This Na+/K+-ATPase-dependent intrinsic plasticity in DG BCs also required the activation of the CP-AMPARs and the rise of intracellular Ca²⁺ stores but not NMDA receptors.

Later, FS BCs in the hippocampus (and neocortical L2/3) were also found to exhibit plasticity of their IE. In this case, activation of ErbB4, a Neuregulin 1 (NRG1) receptor that is present in FS PV BCs in the SO of CA1 and CA3, resulted in enhanced voltage-dependent excitability mediated by the downregulation of Kv1.1 potassium channels. Specifically, ErbB4 influences the tyrosine phosphorylation of the Kv1.1 channel protein, a biochemical reaction that, in turn, tunes the near-threshold responsiveness (the slope of spike initiation) and spike threshold of FS BCs. NRG1 receptors have been shown to modulate gamma oscillations in the hippocampus. However, NRG1-mediated intrinsic plasticity of FS BCs during gamma oscillatory events has not yet been documented. Another mechanism of long-term (>30 min) potentiation of IE (LTP-IE) in CA1 FS PV BCs was demonstrated following a brief high-frequency stimulation of CA3 Schaffer collaterals, which activated metabotropic glutamate receptor subtype 5 (mGluR5) receptors, leading to the downregulation of Kv1 potassium channels. This LTP-IE facilitated feedforward inhibition in CA1 circuits (Figure 3A). The authors of this study also proposed a link between IE and regulation of oscillatory activity of BCs; they found that LTP-IE enhanced the firing of these interneurons within the gamma band frequency. A similar mGluR5-dependent IE in DG PV neurons was observed after the induction of bursts of synaptic stimulation of the mossy fiber pathway at gamma frequency. These two studies demonstrate a clear link between inhibitory IE and memory-related oscillations. IE has also been found in hippocampal SOM cells. When rodents were trained in a hippocampus-dependent trace eyeblink conditioning task, SOM INs expressed LTP-IE, mediated via a reduction in small conductance calcium-activated potassium (SK) channels. This reduction led to an attenuation of afterhyperpolarization (AHP), which was also found in pyramidal neurons in the same study. Notably, induction of IE plasticity was recently found in both rodent and human NGFCS in the SLM of the hippocampus. For the mouse NGFCS, Kv4 potassium channels were shown to effectively influence action potential timing and threshold. Expressed in the somatodendritic domain of these
Figure 4. Activity of CA1 local interneurons during theta and ripple oscillations

(A) Most relevant interneuron types in CA1 separated by morphology and molecular markers. For reference, the somatodendritic layout of a schematic pyramidal cell (PC, left) is included. Note that for three interneuron subtypes, two separate morphological subclasses have been described.

(B–D) Properties of the interneuron classes displayed in (A), during theta oscillations (upper row) and ripples (lower row). Data were obtained from different studies (a–i), with the following experimental conditions: (a) anesthetized rat; (b) anesthetized rat; (c) freely moving rat; (d) awake head-fixed mouse; (e) anesthetized and freely moving rat; (f) freely moving rat; (g) awake head-fixed mouse (for PV BCs: black, population average, [g1, green] vertical and [g2, yellow] horizontal orientation; for AACs: two individual horizontal cells reported [g2, yellow]; for BiCs: black, population average, [g1, green] ''classical'' and [g2, yellow] ''oriens'' orientation; (h) awake head-fixed mouse; (i) awake head-fixed mouse.)

(B) Spike rates. Note that the reported spike rates might differ, even for
neurons, Kv4 channels were proposed to evoke somatic depolarization-driven excitability (STP-SE) and enhanced dendritic integration. A recent study on CA1 O-LM interneurons uncovered a surprising link between the induction of both presynaptic and IE plasticity. Direct interaction between eCBs and Kv7 potassium channels on the dendrites of these interneurons resulted in LTD of IE (LTD-IE) after synaptic LTD of GABA release in the presynaptic interneuron axonal boutons (Figure 3B). Overall, this study revealed that eCB biosynthesis can evoke both synaptic depression as well as depression of the IE by the interaction between CB1 receptors and Kv7 potassium channels, respectively (Figure 3B). Work from the same group also showed that in vitro low-frequency stimulation at 5 Hz (theta frequency-related stimulation) induces LTP-IE in conjunction with synaptic LTP in CA1 O-LM cells. Although synaptic LTP was mediated by CP-AMPARs, LTP-IE was evoked after mGluR1-dependent downregulation of hyperpolarization-activated cyclic nucleotide-gated (HCN) and Kv7 potassium channels.

In conclusion, the data above indicate that, alongside synaptic plasticity, the excitability of hippocampal interneurons can be regulated through modifications of their intrinsic properties, often in conjunction with synaptic-level modifications (e.g., mGluR5 upregulation or eCBs-mediated reduction of GABA release). This flexibility of interneurons to change their excitability can have a significant impact on their function at the hippocampal circuit level. For example, LTP-IE of CA1 PV BCs can result in increased feedforward inhibition and consequently a decrease in PC firing. Therefore, this plasticity may represent a dynamic mechanism to control the excitatory drive within the CA1. According to the authors, LTP-IE in PV cells could mediate their response during gamma oscillations. What could that mean for PCs or other interneuron classes that receive inhibition from PV cells? One possibility might be that their activity during gamma oscillations could serve as a network reconfiguration mechanism by modulating the excitation to inhibition balance. As the strength of the PV cell drive increases, a possible decrease in the strength of PCs or other interneurons drive could result in an overall change in the functional connectivity motifs. In general, dissection of how LTP-IE in PV cells influences gamma activity would prove valuable. Although data suggest that the plasticity of synaptic transmission in PV cells can affect the induction of gamma activity, it is not known whether the LTP-IE in these neurons could also affect gamma activity induction. Finally, PV cells are highly active during other oscillatory states in the hippocampus, namely theta and SWRs, and thus, IE plasticity may also contribute to these events.

Data from O-LM interneurons indicate that IE plasticity can be expressed in these cells as either depression (Figure 3B) or potentiation. CA1 O-LM cells control the excitation of distal dendritic compartments of PCs; thus, they have been proposed to modulate the integration of different excitatory inputs to CA1 PCs. The best-studied pathways include intra-hippocampal inputs from the CA3 and sensory inputs from the EC through the temporo-ammonic pathway. An obvious question is whether O-LM IE plasticity could influence how PCs integrate these inputs. LTP-IE in O-LM cells will increase the strength of inhibitory synapses on distal dendrites of PCs. As a result, sensory inputs on these dendrites might be attenuated. As plasticity of IE changes in PV cells, it will be important to understand the influence of O-LM IE plasticity on memory-related oscillations. In particular, what might be the advantage of such cooperation between synaptic and intrinsic plasticity? How might this plasticity modulate both intra- and extrahippocampal inputs during memory encoding? It would be interesting to test the effect of O-LM cells’ IE on the modulation of intrahippocampal and sensory inputs during spatial memory encoding.

In the above section, we discussed the diverse mechanisms of plasticity in hippocampal interneurons. Although a complete understanding of how interneurons exert control over functional circuits is still beyond our current grasp, combining knowledge of interneuron types, their connectivity schemes, and the plasticity mechanisms they exhibit, we can start to build a picture of how interneurons may modulate certain points of these circuits. In the next section, we summarize the current state of knowledge of the functions of interneurons during synchronous activities related to hippocampal-dependent memory processing.

**ACTIVITY PATTERNS OF HIPPOCAMPAL INTERNEURONS IN THETA RHYTHM AND SWRs**

In the hippocampus, the predominant electrographic signatures vary depending on the behavioral context of the animal: theta oscillations (~4–10 Hz) are present during locomotive behaviors and rapid eye movement sleep. Conversely, during active wakefulness and slow-wave sleep, ripples and SWRs (~120–250 Hz) predominate. Theta oscillatory activity has been linked to learning and memory encoding in the hippocampus, whereas SWR-related activity was associated with the ability of the hippocampus to consolidate and recall memories that are stored during theta oscillations. Below, we summarize the firing patterns of the best-studied local and LRPC A1 interneurons and their involvement in these key hippocampal rhythms.

**Local interneuron firing patterns**

In the rodent brain, about 10% of all neurons fire during an SWR epoch, making this network pattern the most synchronous type of neuronal network oscillation in the mammalian brain. However, the activity levels of excitatory and inhibitory cells during SWRs show significant differences: up to 30% of CA1 PCs are recruited into the active network, and they exhibit the strongest relative gain in activation compared with non-SWR periods (~9-fold increase). At the same time, up to 70% of inhibitory interneurons were recorded in or near the PC layer of CA1 discharge, showing a 4-fold increase in firing rate compared with levels during non-SWR epochs. In absolute terms,
Figure 5. Activity of CA1 long-range projecting interneurons during theta and ripple oscillations

(A) Most relevant long-range projecting interneuron types in CA1. For reference, the somatodendritic layout of a schematic pyramidal cell (PC, left) is included. ENK indicates an enkephalin expressing cell. Extrahippocampal projection target areas are indicated for some of the cell types: Sub, subiculum; RSC, retrosplenial cortex; MEC/LEC, medial/lateral entorhinal cortex; lat/med Sept., lateral/medial septum; ant. cing. Ctx, anterior cingular cortex.

Please cite this article in press as: Tzilivaki et al., Hippocampal GABAergic interneurons and memory, Neuron (2023), https://doi.org/10.1016/j.neuron.2023.06.016
despite the much higher increase in PCs, the mean firing rate during SWRs is still much lower in PCs (~10 Hz) than in inhibitory interneurons (up to 100 Hz). The landmark studies of Somogyi, Klausberger, and collaborators, in anesthetized and later in freely moving rats, together with more recent work, have provided a detailed account of the activity patterns of different interneuron types during theta and ripple oscillations (Figure 4).

Of the total population of interneurons in the CA1 region, about 30% express the Ca²⁺-binding protein PV, and these cells have been particularly associated with rhythm generation due to their inhibitory control of principal neurons. Compared with other interneuron types, PV cells discharge in a strongly theta-modulated manner (Figure 4D). The largest group of these, at ~14% of all CA1 interneurons, are the FS BCs. During ripples, FS BCs discharge at ~75 to ~130 Hz with intermediate modulation strength (a measure of phase-coupling of spikes to an oscillation); their involvement is also particularly high (95% ± 6% of them spike during recorded ripples). A second PV-expressing group, the AACs, accounts for ~4% of CA1 interneurons. Recent Ca²⁺ imaging experiments on genetically labeled AACs confirmed the strong and reliable involvement of these cells in locomotion-associated theta oscillations, demonstrating greater activation than other interneurons recorded simultaneously in the CA1 network. However, during SWRs, AACs fell into two groups: about half showed a moderate but statistically significant increase in Ca²⁺ transients during ripples, whereas the other half displayed no change compared with pre-ripple periods. These findings are consistent with previous juxtacellular recordings in which a subset of AACs, whose somata are located outside the PC layer and whose dendrites extend “horizontally” in the SO (“external AACCs,” E-AACs) increase their discharge rates moderately (Figure 4B) and exhibit strong modulation strength during ripples (Figure 4D). BiCs comprise the third group of PV-expressing interneurons, which account for about 6% of inhibitory neurons in CA1. During ripples, BiCs fire at high rates with high modulation strength (Figures 4B and 4D). The involvement of BiCs is high, spiking in 68% ± 13% of recorded ripples. Finally, a fourth group of PV-expressing interneurons are O-LM cells, which constitute about 4.5% of all inhibitory interneurons in CA1. In mice, these neurons increase their discharge rate almost 3-fold during ripples compared with non-ripple periods and show robust phase locking (Figures 4B and 4D). It should be noted, however, that in behaving rats, O-LM cell involvement during ripples has been shown to be less reliable.

CCK BCs account for approximately 9% of CA1 interneurons. Unlike their PV-expressing counterparts, CCK BCs exhibit a slow-firing pattern, and their action is subject to multiple neuromodulatory systems, including cannabinoids, acetylcholine, and serotonin. During theta rhythm, CCK BCs fire much slower than PV BCs (Figure 4B). During ripples, they participate only in an “episode-dependent” manner, with no consistent change in discharge rate compared with non-ripple periods. A more recent study largely confirmed these findings and showed that PV- and CCK-expressing BCs are inversely coupled in their activity rates; the highest activity rates for CCK BCs were observed during brain states corresponding to non-theta, non-ripple, “irregular” activity.

In summary, accumulating evidence has established the contribution of local circuit interneurons in rhythm generation in the hippocampal—mainly CA1—region (Figure 4). Furthermore, the targeted manipulation of specific interneuron subclasses has demonstrated the importance of these cells in regulating basic properties of hippocampal rhythms, such as oscillation frequency and power. Of note, a specific role for PV cells in generating oscillations in the hippocampus has been shown: the targeted deletion of the GluN1 subunit of NMDA receptors in PV-expressing interneurons reduced the power of theta oscillations, both in movement and during REM sleep, and impaired memory performance in working and spatial memory tasks. In an in vitro model of SWRs in CA3, activation of PV-expressing interneurons with either optogenetic stimulation or current injection during whole-cell recordings can trigger SWRs, demonstrating the importance of PV interneurons in their initiation. In contrast, dampening of the excitatory drive to PV-expressing interneurons by selective ablation of the AMPA receptor subunit GluA1 increases ripple power, demonstrating a complex, balanced contribution of both PCs and PV interneurons to ripple initiation.

**LRP interneuron firing patterns**

Since the formation of memory involves the transfer of information between the hippocampus and other cortical areas, the recently described involvement of LRP interneurons in hippocampal rhythms is of particular interest. Here, we summarize these findings (Figure 5) for the three main groups of LRP interneurons described above:

1. **Retrohippocampal interneurons.** The activity of trilaminar LRP interneurons during hippocampal rhythms has been described for identified cells in anesthetized and freely behaving rats. During theta oscillations, they show low spike rates (Figure 5). During slow-wave sleep, they exhibit an irregular, relatively slow-frequency spiking (~22 Hz) that is interrupted by barrages of high-frequency action potential bursts at frequencies associated with ripples.

(b–d) Properties of the interneuron classes displayed in (a), during theta oscillations (upper row) and ripples (lower row). The data are compiled from various studies. (a–g), with the following experimental conditions: (a) anesthetized rat; (b) anesthetized rat (for theta and ripple, two and three individual cells, respectively, reported); (c) anesthetized rat, one cell reported; (d) freely moving rat; (e) one cell reported; (f) awake/behind-head menu; (g) for ripples, three individual cells, termed “extrinsic interneurons” located in CA1 and CA3 radiatum, and hilus, reported; (f) freely moving rat for theta, during REM sleep [f, green] and during movement [f, yellow]; for ripples: value reflects activity recorded during slow-wave sleep; however, LFP was not independently monitored; it remains uncertain whether the ~200 Hz activity reflects rippled-related activation of this cell type; (g) awake/behind-head menu. (b) Spike rates. (c) Preferred spike phases. Phase values are given with a full cycle of oscillations as a reference. (d) Modulation strength as in Figure 4D. The error bars shown represent the margins of error reported in the indicated studies.
However, in the absence of a local field potential (LFP) recording, it was only suspected but not proven by Katona and coworkers that the spiking activity of ~20 Hz during slow-wave sleep co-occurs with SWRs. Therefore, the question of how these cells fire during ripples in drug-free conditions remains open. For VIP-LRP interneurons, calcium imaging in head-fixed awake mice showed the highest activity during behavioral immobility, compared with theta and SWR episodes, ruling out a major contribution for local disinhibition by VIP interneurons during these oscillations. So far, only one identified enkephalin-positive subicular-projecting interneuron has been recorded; in the anesthetized rat, this cell spiked at ~4 Hz during theta oscillation and strongly decreased its firing to virtual silence during ripples (Figure 5).

2. **Back-projecting interneurons.** The SOM+ LRP interneurons in CA1 SO that project to the DG discharge at ~4 Hz during theta rhythm; during SWRs, their discharge rate increases to ~23 Hz (Figure 5B). Two recently recorded DG-projecting SOM+ LRP interneurons with somata located in CA1 SR massively increased their spiking during SWRs (Figure 5B).

3. **Extrahippocampally projecting interneurons.** (1) Optogenetic activation of extrahippocampally projecting SOM+ cells at theta frequency induced oscillatory activity in the MEC, indicating their contribution to the synchronization of the hippocampus and MEC. (2) Double projection SOM cells, targeting both retrohippocampal areas and the MS, were recorded in anesthetized rats. These cells discharged at low frequency during theta rhythm and strongly increased their discharge rates during ripples (Figure 5). (3) TORO cells remain largely silent during theta rhythm and also dramatically increase their discharge rates during ripples (Figure 5). They are activated by CA3 Schaffer collateral inputs and suppressed by GABAergic and cholinergic inputs from MS.

In this section, we have discussed the current state of knowledge about the contributions of different hippocampal interneurons to oscillatory activity, particularly theta and SWRs. Overall, although great progress has been made in all areas of the interneuron field covered by this review, we still lack a full understanding of how these individual elements come together to ultimately serve memory processing. A major challenge for the future is to provide a holistic model based on the domains we have discussed above. In the final section, we raise three open questions that we consider important for enabling us to reach this goal.

**PERSPECTIVES: INHIBITORY DIVERSITY, OSCILLATIONS, PLASTICITY, AND HIPPOCAMPAL MEMORY PROCESSING**

**What is the contribution of different hippocampal interneuron types to mnemonic functions?**

Genetic manipulations in PV-Cre mouse lines have shown that inhibition of hippocampal PV interneurons disrupts memory function and memory-related oscillations. For the other broad subclasses of interneurons (SOM, Lamp5, Sncg, and VIP), less is known. VIP cells in CA1 have also been implicated in hippocampus-dependent goal learning. Interestingly, at least a subset of VIP cells in the neighboring CA2 region appears to be implicated in the encoding of social memory in a process involving regulation of feedforward inhibition via delta opioid receptors and the release of enkephalin. This study not only highlights the role of CA2 in social memory but also points to the role of further transmitters like enkephalin. Many interneurons co-release other transmitters alongside GABA that typically work on slower timescales (e.g., CCK, NO, and SOM), and in general, not much is known about their function (but see Racine et al.17).

Sncg (CCK) cells have also been implicated in similar types of plasticity of feedforward inhibition in CA1, reducing their GABA release after sustained Schaffer collateral activation, but the direct significance of this for memory has not been shown to the best of our knowledge. For hippocampal SOM cells, a link with memory has also been found. Finally, the Lamp5 subclass is the least studied and currently lacks a functional role in memory.

Recent mouse transcriptomic studies indicate a huge diversity of interneurons beyond the level of the cell types discussed thus far. Focusing on the PV subclass as an example, CA1 appears to contain at least seven7 and as many as 14 PV-expressing transcriptomic subtypes. Discovering the extent to which these subtypes are also differentially related to mnemonic functions remains a major challenge. Although influences from neighboring cells and other external factors may cause cells with the same expression pattern to have different phenotypes, a recent study showed that in visual cortex, the morphological and electrical properties of these cells are linked to transcriptomic subtype identity. Importantly, the link between transcriptomic and morphoelectric subtypes was not 1:1. Most of the visual cortex PV transcriptomic subtypes are also present in the hippocampus (10/14), albeit at different proportions, and it seems plausible that in CA1 there is also no 1:1 link between these transcriptomic subtypes and subtypes based on morphoelectric properties. One study focusing on morphologically defined CA1 PV interneurons found almost no correlation with transcriptomic subtypes, suggesting a continuum rather than distinct, discrete types. It remains to be seen if this result will also hold for larger sample sizes and broader sequencing. Perhaps transcriptomic subtypes that do not correlate to morphoelectric properties are still functionally important, e.g., by virtue of particular receptors and/or neuromodulatory elements, including distinct hormones and neuropeptides.

The preceding summary of PV cell subtypes illustrates a broader issue: which aspects of a particular cell determine its function, and to what extent are interneuron “types” consistent across a wide range of functional domains? It will be exciting to see future studies attempting to correlate more detailed transcriptomic descriptions of hippocampal interneurons with memory processes, for example, looking at different memory contents (likely linked to different pathways), temporal stages (encoding, consolidation, and recall), timescales (working vs. long-term memory), and states (development/aging, memory-related oscillations).
diseases, and behavioral variables such as attention, arousal, reward, etc.). It is perhaps not surprising that we still lack community consensus on how to define neuron types, despite recent progress. The most useful level of analysis is likely to vary depending on the brain state and the particular aspect of mnemonic function one is trying to explain. Currently, there is little data at the transcriptomic level with respect to the mechanisms underlying memory-associated oscillations or interneuron-associated plasticity, but the authors believe this will form an important angle of future research in order to eventually tackle the challenge of linking interneuron types to mnemonic processes.

**Local and long-range connectivity motifs: How do they serve memory oscillations?**

In the section activity patterns of hippocampal interneurons in theta rhythm and SWRs, we summarized studies comparing the contribution of subtypes of interneurons during theta and SWR oscillations. Still, most of this work has been correlative, and only a limited scope of associated brain states and mnemonic functions has been studied.

For the diverse subclasses (e.g., PV), it is highly possible that different subtypes (namely, somatic-, axonal-, and dendritic-targeting PV cells) will exhibit different activity phenotypes during theta and SWRs. A number of recent studies support such a possibility by showing that PV BCs and PV AACs cells, for example, exhibit distinct activation patterns during locomotion and running (related to theta activity), as well as during immobility and rest periods (related to SWR activity), in vivo. Work from the same group has also revealed that both types of hippocampal BCs (PV-negative and CCK-positive populations) are active during different memory-related stages. This new finding is crucial because it shows that even interneurons that target the same postsynaptic compartment and mediate perisomatic inhibition but have different intrinsic properties (e.g., fast vs. regular spiking for PV and CCK cells) can contribute to memory-related oscillations in different ways. Moreover, we consider it important to highlight that apart from their differences in connectivity or intrinsic properties, interneurons—even the ones belonging to the same subclass—are different in terms of their subcellular features and, as a result, can exhibit different computational capabilities and synaptic integration profiles that could uniquely impact their contribution in the generation and propagation of oscillatory activity. Therefore, a detailed description of interneuronal activity during hippocampal rhythms is needed to finally understand how and when the different classes and subtypes of these cells contribute to memory formation at the network level.

It is also important to mention that to fully understand the mechanisms underlying memory-associated oscillations, we will require more studies investigating the connections between different cell types, considering not only the variability of interneurons but also of principal cells (i.e., deep vs. superficial PCs). This applies both at the microcircuit level, as our review of disinhibition has demonstrated, and at the inter-regional level, as highlighted by our review of LRP interneurons.

**A possible role of disinhibition in hippocampal SWRs**

Given the abundance of disinhibitory circuitries in the hippocampus, is there a role for disinhibition in ripples? Recently, a theoretical model was presented in which disinhibition is a vital component to explain the emergence of SWR in the hippocampus (Figure 6). This model is based on a simplified spiking...
network consisting of excitatory neurons (P) and two types of interneurons, PV BCs (B) and a proposed class of interneuron (A) whose activity exhibits an “anti-SWR” spiking pattern. Thus, in contrast to what is known for PV BCs, A neurons are active before and after SWRs but silent during them. Both classes of interneurons are reciprocally connected. B-to-A synapses are equipped with a mechanism for short-term depression (Figure 6A). Oscillations with SWR-like properties can arise spontaneously in the network or can be induced by cell stimulation (by activation of P or B cells or inactivation of A cells). The fundamental trigger for the development of SWRs is the disinhibition of P cells due to the suppression of A cells by active B cells. As a result, the network state fluctuates and is determined either by the higher activity of P and A cells (non-SWR state) or by the higher activity of B and P cells (SWR state) (Figure 6B). Although the model is based on biological data, such as CA3 network connectivity and synaptic properties, key assumptions such as the existence of A cells playing a causal role in SWR initiation and the mechanism of B-to-A synaptic depression have yet to be directly demonstrated. In this context, it will be interesting to further characterize the already identified “anti”-modulated SWR interneurons in CA1.14,160,168 Overall, disinhibitory circuit motifs are abundant in this region, and the data already available suggest that disinhibition is likely to play an important role in the context of hippocampus-dependent memory formation and its associated rhythms.

**Extrahippocampal memory communication through inhibitory long-range projections**

Recent studies have shown that certain GABAergic interneurons in the hippocampus connect with other cortical areas.102,86,67 What is the contribution of these inhibitory long-distance projections in oscillogenesis and the transition of memory-related information from the hippocampus to other brain areas? To answer this question, we first need to classify and characterize their properties. In other words, a detailed description of the anatomical, morphological, and intrinsic features of these “special” interneurons is needed to selectively target them and modulate their activity during memory processing and its associated rhythms in vivo. Another question that arises from the existence of these neurons is what differentiates these LRP interneurons from their local-targeting counterparts. Is there a set of exclusive developmental, morphological, or molecular features that could differentiate local and long-distance projecting interneurons? If yes, then do LRP interneurons consist of a distinct functional class among hippocampal inhibitory elements? The data available so far indicate that they express similar molecular markers as local interneurons (e.g., VIP, 61,62 SOM, 67 or calbindin/M2Rs25), making their classification based on single molecular profiling quite challenging. Differentiation appears to be possible by combining multiple markers, but this remains to be confirmed. These interneurons seem to play important roles during hippocampal memory oscillations. For example, TORO cells were found to transmit information to other areas, specifically during SWRs in CA1, suggesting a potential mechanism contributing to the transmission of memory-related information outside the hippocampus.29 What is the local contribution to ripple oscillogenesis of these far-projecting inhibitory interneurons? What is the role of ripple-associated inhibition by TORO cells in distant brain regions?

Hopefully, future research will shed light on these exciting questions.

Another intriguing possibility is that the hippocampus not only “sends” memory-related information but also “receives” such information through targeted inhibitory transmission. In support of such a possibility, a recent study demonstrated that LRP interneurons from the prefrontal cortex (PFC) target CA1 VIP+ cells during memory encoding.106 Such communication could be a key mechanism that facilitates flexible changes in hippocampal circuitries through cross-area modulation of local disinhibition. Overall, although little is currently known about the functional role of LRP GABAergic interneurons, they are likely to provide a powerful toolset for transferring and receiving memory-related information in the hippocampus and beyond.

**Is there a link between plasticity induction in hippocampal interneurons and their role in controlling circuit dynamics and memory-related rhythms?**

Synaptic and intrinsic plasticity may provide an ideal mechanism to enable interneuronal regulation of memory under distinct oscillatory events. Given that synaptic and intrinsic plasticity is a widely accepted mechanism for the reconfiguration of network excitability, it is highly possible that the “plasticity state” of interneurons will define whether they will be active (through potentiation) or silent (through depression). In other words, when and at which level they will participate in distinct rhythmic activity patterns during memory formation. As discussed in the section plasticity of synaptic transmission and intrinsic excitability in hippocampal interneurons, multiple distinct mechanisms of synaptic (PC to IN or IN to PC) and intrinsic plasticity have been found in a few hippocampal interneuron subtypes.

Most available data account for the PV class. Interestingly, a direct link between PV interneuron plasticity and memory formation has been reported. Network-level plasticity of PV+ interneurons has, thus far, been associated with different memory functions through changes in the molecular composition of FS BC subpopulations in the hippocampus, namely varying levels of PV and GAD67 concentration.183,184 Specifically, a network with low-PV concentration in FS BCs was shown to enhance spatial learning (associated with theta activity), whereas learning was reduced by the high-PV-network configuration.183 Moreover, such long- but not short-term (learning-induced) plasticity of local PV FS BCs was specifically required for long-term, but not short/intermediate-term, memory consolidation (associated with SWR activity).185 Finally, plasticity in CA1 PV interneurons was recently found to depend on the γ isoform of CaMKII, which is also critical for memory-related changes in firing rate and theta oscillations.186 The above findings pave the way for linking plasticity of PV interneurons with memory states. However, these findings apply to the entire PV interneuron class, including BiCs, FS BCs, AAs, and O-LM cells. Thus, it would be very interesting to test whether the above data applies to all or specific PV subtypes. Given their molecular heterogeneity, it is possible that plasticity induction in PV subtypes, as well as in other diverse subclasses, e.g., VIP cells, may be regulated by distinct molecules. Transcriptomic data...
may, in the future, provide a powerful tool for predicting plasticity induction mechanisms based on gene regulation. Finding a link between the induction of interneuron plasticity and oscillatory activity will bring us a considerable step closer to understanding how cell assemblies, or engrams, and ultimately memories are formed.

CONCLUSION AND OUTLOOK

Despite their relatively low numbers compared with excitatory cells, interneurons are undoubtedly a major determinant of normal brain function. In this review, we have attempted to describe the diversity of hippocampal interneurons under the memory prism. We discussed known differences in molecular, anatomical, electrophysiological, and connectivity profiles of the numerous local and distant projecting hippocampal interneuron subtypes and pointed out current knowledge gaps. Furthermore, we summarized the various forms and underlying mechanisms of both synaptic plasticity and plasticity of IE that have been reported in some interneuron subtypes in the hippocampus. Finally, we provided an overview of the local and distant projecting interneurons in the two most predominant memory-related rhythms—theta rhythm and SWRs.

Although much progress has been made in the last decades, we currently still lack a complete understanding of both the single-neuron characteristics as well as the functional roles of the numerous hippocampal interneurons at the circuit and behavioral levels. With increasingly sophisticated methods allowing for more comprehensive cell characterization, the first step toward this goal will be to provide a full overview of the interneuron palette. Further technological advances enabling targeted manipulations of these subtypes in behaving animals will pave the way for the next steps. The time is ripe for such an exciting endeavor.
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