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SUMMARY

Unlike copy number variants (CNVs), inversions remain an underexplored genetic variation class. By integrating multiple genomic technologies, we discover 729 inversions in 41 human genomes. Approximately 85% of inversions <2 kbp form by twin-priming during L1 retrotransposition; 80% of the larger inversions are balanced and affect twice as many nucleotides as CNVs. Balanced inversions show an excess of common variants, and 72% are flanked by segmental duplications (SDs) or retrotransposons. Since flanking repeats promote non-allelic homologous recombination, we developed complementary approaches to identify recurrent inversion formation. We describe 40 recurrent inversions encompassing 0.6% of the genome, showing inversion rates up to $2.7 \times 10^{-4}$ per locus per generation. Recurrent inversions exhibit a sex-chromosomal bias and co-localize with genomic disorder critical regions. We propose that inversion recurrence results in an elevated number of heterozygous carriers and structural SD diversity, which increases mutability in the population and predisposes specific haplotypes to disease-causing CNVs.

INTRODUCTION

Large inversion polymorphisms play important roles in genome biology by suppressing recombination (Sturtevant, 1917) and causing disease when the events disrupt protein-coding genes or gene regulatory regions (Lakich et al., 1993; Lupiáñez et al., 2015; Puig et al., 2015). Such copy-neutral structural variants (SVs) have been challenging to discover and resolve (Abel et al., 2020; Collins et al., 2020; Ebert et al., 2021; Handsaker et al., 2015; Iafrate et al., 2004; Kidd et al., 2008; Korbel et al., 2007; Redon et al., 2006; Sebat et al., 2004; Sudmant et al., 2015) because they are often flanked by long segmental duplications (SDs) that exceed the length of sequencing reads or library inserts (Chaisson et al., 2019; Kidd et al., 2010; Sudmant et al.,
Figure 1. Inversion discovery in a diversity panel

(A) Breakdown of inversion (Inv) classes (see Figure 2 for L1-internal events). InvDup, inverted duplication; miso, (likely) misoriented; complex/lowconf, lower-confidence call.
Investigations into select regions have shown an intimate relationship between inversions and disease-associated microdeletions and microduplications (i.e., morbid copy number variants [CNVs]) (Koolen et al., 2006; Osborne et al., 2001). Evolutionarily there is evidence that the orientation of such critical regions has changed multiple times between a direct and inverted state (Antonacci et al., 2014; Catacchio et al., 2018; Lozier et al., 2002; Maggiolini et al., 2019, 2020; Porubsky et al., 2020a; Zody et al., 2008). It is hypothesized that non-allelic homologous recombination (NAHR) between the flanking SDs increases the probability of recurrent inversions, a phenomenon we termed “inversion toggling” (Zody et al., 2008). Notably, the formation of complex SDs at the inversion flanks may make the same regions prone to recurrent morbid CNV formation, as has been shown anecdotally for Williams-Beuren syndrome (WBS) (Osborne et al., 2001) and Koolen de Vries syndrome (KdVS) (Koolen et al., 2006). For other loci, the relationship has been less clear because of difficulties in inversion discovery, breakpoint definition, and haplotype ascertainment.

Here, we characterize the full spectrum of inversions ≥50 bp in size in a human diversity panel by integrating complementary genomic approaches: (1) single-cell template strand sequencing (Strand-seq) (Falconer et al., 2012); (2) haplotype-resolved de novo sequence assemblies generated from Pacific Biosciences (PacBio) high-fidelity (HiFi) and continuous long reads (Ebert et al., 2021); and (3) Bionano Genomics single-molecule optical mapping (Lam et al., 2012). We describe 40 recurrently inverted regions in humans and estimate inversion rates, ranging from 3.4 × 10⁻⁸ to 2.7 × 10⁻⁶ per locus per generation. Our analyses reveal the predominant role of SDs in inversion recurrence and provide insights into the formation of inversions associated with retrotransposition. We discover inversions mapping to the locations of well-known genomic disorders and establish a link between inversion toggling in humans and recurrent morbid CNVs.

RESULTS

The human inversion landscape

Haplotype-resolved inversion discovery

We generated our integrated callset using 41 unrelated human samples representing 729 inversion sites after filtering (STAR Methods; Tables S1 and S2), consisting of: (1) 330 inversions internal to L1 mobile element insertion polymorphisms (discussed separately below); (2) 292 balanced inversions; (3) 40 inverted duplications; (4) 29 structurally complex sites; and (5) 38 likely assembly errors in GRCh38 or rare minor alleles (Figure 1A). We devised a method for combining Strand-seq and long reads to place the inversions into full-length chromosomal haplotypes (STAR Methods) and find an average of 11.6 Mbp to be inverted, corresponding to ~0.39% (African: 0.43%; non-African: 0.34%) of a haploid genome (Figure 1B; Data S1). This is four times the number of base pairs affected by single-nucleotide polymorphisms (SNPs) (Auton et al., 2015) and twice the number of base pairs affected by deletion and insertion SVs seen in phased assemblies (Ebert et al., 2021). Large (>100 kbp) balanced inversions are most abundant on chromosomes 1, 2, 7, 10, 15, 16, and 17, in association with SDs (Maggiolini et al., 2020; Marques-Bonet et al., 2009; Porubsky et al., 2020a) (Figures 1C, S1A, and S1B). Strand-seq yields the largest number of inverted base pairs, in line with its ability to discover inversions in the genome regardless of the length of the flanking repeats (Chaisson et al., 2019; Sanders et al., 2016), whereas the long-read data increases the sensitivity for events smaller than 100 bp. Bionano technology is least sensitive but provides orthogonal support (Figure 1D; Data S1; STAR Methods).

Inversion validation

We used different methods to validate the 399 inversions outside of L1 sequences. Using three additional samples (STAR Methods), we examined events for their segregation in parent-child trios (n = 3 trios). We find Mendelian consistency for 247/260 (95.0%) inversion sites seen in the children, which increases to 99.5% (200/201) for high-confidence genotypes (genotype-likelihood ratio over reference state > 10³; Table S3). We subjected 10 randomly selected, sequence-resolved balanced inversions (0.5 kbp–366 kbp) to PCR, successfully validating both breakpoints for 9/10 and one inversion breakpoint for the tenth event (Figures S2A and S2B). Using Oxford Nanopore Technologies (ONT) long-read data for three samples, we validated 107/202 (~53%) sites (STAR Methods). Finally, when comparing with other studies (Audano et al., 2019; Chaisson et al., 2019; Giner-Delgado et al., 2019; Puig et al., 2020; Sanders et al., 2016; Sudmant et al., 2015), we find that 36.3% (145/399) of inversions have been reported previously (Figure S2C; STAR Methods). Overall, 64.7% (258/399) of these inversions, including 73.6% (215/292) of the balanced inversions, are supported by at least one orthogonal method (Figure S2D; Table S3).

Putatively novel polymorphic inversions

Our integrated callset contains 100 previously unreported inversions based on the aforementioned reports. These inversions span ~39 Mbp, and five are >1 Mbp in size, including a ~23.2 Mbp pericentromeric inversion on chromosome 2 originating from a Mexican donor (NA19650) (Figure 1E; Table S4). We used SNP genotypes generated by PanGenie (Ebler et al., 2022) to infer the presence of this inversion in 1000 Genomes Project (1KG) samples (n = 3,202) (Bryska-Bishop et al., 2021) by looking for shared rare SNPs (STAR Methods). This analysis identified the mother (NA19648) of the index donor as the only additional candidate carrier for this inversion, supporting its...
Figure 2. Inversion formation mechanisms
(A) Representation of inversions and their flanks for events <10 kbp (all sequence-resolved events are in Figure S1C).
(B) Size distribution for event types from (A). Unresolved: not assembled.

(legend continued on next page)
meiotic segregation (Data S1). We performed fluorescence in situ hybridization (FISH) in these two suspected inversion carriers, validating both (Figure 1F; STAR Methods). We also searched for carriers of a large (5 Mbp) 15q11.2-13.1 inversion, which revealed four likely carriers in the 1KG cohort, all of which we validated by FISH (see below). These data show that phased inversions from our callset facilitate the identification of potential carriers in whole-genome sequence (WGS) data.

**Mechanisms for inversion formation**

**Dominant role of NAHR in balanced inversion formation**

The phased assemblies fully traverse the majority of balanced inversions, including their breakpoints (183/292, 63%), providing an opportunity to study mutational mechanisms. Most sequence-resolved balanced inversions (132/183, 72%) show flanking inverted repeats of at least 200 bp in length (Figures 2A and S1C), consistent with NAHR (Bailey and Eichler, 2006). This fraction is in line with prior results based on fosmid sequencing (69%) (Kidd et al., 2010) but surpasses estimates for large (>50bp) insertions and deletions (Ebert et al., 2021) based on phased assemblies (15%–25%). Out of the 132 NAHR candidate inversions, 101 (77%) showed flanking inverted SDs, whereas the remainder (23%, 31) exhibited flanking mobile element sequences (L1: n = 22, and Alu: n = 9) (Song et al., 2018). Most (21/22, 95%) inversion-flanking L1 pairs display >90% pairwise sequence identity (median: 97.2%), in sharp contrast to Alu pairs, where this is the case for only 1/9 (11%). Additionally, six out of nine Alu/Alu-flanked inversions show nearby sequence gains or losses of 35–701 bp in size (Data S1; Table S4). This suggests that Alu-flanked inversions may form through a different rearrangement process, as described for Alu-mediated deletions (Morales et al., 2015). There is a genome-wide significant correlation between the size of an inversion and the length of the flanking repeat (Pearson’s correlation: R = 0.67, p < 3 × 10^{-16} (Figures 2B and S1D). SD-mediated inversions invert more genes than other types of balanced inversions (Figure 2C), likely due to their size and the fact that mobile element insertions are biased against genes (Graham and Boissinot, 2006).

Of the sequence-resolved balanced inversions, 28% (51/183) lack inverted repeats at their breakpoints and 23 of these are accompanied by adjacent >50-bp-sized deletions or insertions or partake in more complex SVs (Figures 2B and S1C). This complexity likely arose from a mutational process—possibly involving alternative non-homologous end joining (NHEJ), microhomology-mediated end joining (MMEJ), or microhomology-mediated break-induced replication (MMBIR) (Carvalho and Lupski, 2016; Sudmant et al., 2015)—rather than from accumulated SVs, as we do not detect corresponding intermediate events. Collectively, our data suggest NAHR as the predominant mechanism for balanced inversion formation, with a smaller fraction likely resulting from error-prone DNA repair processes.

**Analysis of inversions within L1 insertions**

L1 insertions can contain inverted segments generated during retrotransposition (Ostertag and Kazazian, 2001). We therefore analyzed 93% (1,271/1,362) of the polymorphic L1 elements seen in the phased assemblies (Ebert et al., 2021) to identify and characterize compound L1 structures containing 5’ inversions (STAR Methods). These L1s are likely a result of twin-priming (Ostertag and Kazazian, 2001), an alternative mechanism for L1 integration (Figure 2D). Briefly, during twin-priming, the single-stranded 3’ end of the target site duplication (TSD) sequence (Kazazian and Moran, 1998) anneals within the L1 mRNA forming junction 1 (denoted as Jct1; Figure 2D), priming a secondary reverse transcription reaction, which leads to the synthesis and ligation of two cDNA products in opposite orientations, generating junction 2 (Jct2). We found that 26% (330/1,271) of the analyzed polymorphic L1s show characteristic 5’ inverted sequences, whereas the remaining are either full-length (405) or 5’ truncated (536) (Figure 2E; Table S2). The inverted segments were both 1.7 times shorter and less variable in size with respect to a random distribution of possible inversion lengths (p = 1.9 × 10^{-15}; Mann-Whitney U test; Figure S3A; Data S1). The position of Jct2 is clustered toward the 3’ end of the L1, with 88% (292/330) of breakpoints occurring between base pairs 4,000 and 6,000 (Figure 2F). L1 5’ truncation events have a similar pattern, and there is no significant difference in the length distribution between 5’ truncated L1s and the 3’ sense orientation events of twin-priming events (p = 0.07, Mann-Whitney U; Figures S3B–S3D). This suggests that the first 2 kbp are critical for successful completion of full-length L1 reverse transcription, as 73% (405/552) of L1s longer than 2 kbp are full-length.

Next, we analyzed Jct1 from 269/330 non-reference polymorphic twin-priming events, finding short insertions (n = 16; median 8 bp) and microhomologies of 1–9 bp (n = 223; median 3 bp) in 239/269 of them (Figure 2G). These data suggest that annealing precedes DNA repair of Jct1 (i.e., MMEJ) (Chandramouly et al., 2021; Kojima, 2010; Ostertag and Kazazian, 2001; Zingler et al., 2005). We also observe appreciable signatures of MMEJ at the 5’ end of truncated L1 inserts (Kojima, 2010; Zingler et al., 2005) and infrequent microhomology at this junction for
full-length L1s (Figure 2G), supporting the existence of different mechanisms for integration of full-length L1s (Yamaguchi et al., 2014). We then analyzed 273/330 internal inversions of polymorphic twin-priming events and found additional sequence complexities, with frequent short deletions (61%, 166/273) and duplications (33%, 89/273) of the L1 sequence at Jct2 (Figure 2H). We detect microhomology (n = 190; median 2 bp) and short insertions (n = 27; median 3 bp) at Jct2 for 81% (217/269) of the twin-priming L1s (Figures S3E–S3H). Three templated insertions were adjacent to Jct2 or the TSD (Figures S3I–S3K), indicating that both the L1 cDNA and the flanking genomic sequence can occasionally be used as substrates for template switching during retrotransposition. Collectively, these sequence features are consistent with previous data (Kojima, 2010; Ostertag and Kazazian, 2001) and suggest a major role for MMEJ in the resolution of retrotransposition intermediates (see models in Figure 2D; Data S1), resulting in internal inversions or truncations of L1 sequences.

Inversion recurrence unveils a sex-chromosomal bias in mutational toggling

Inversion discovery saturation and excess of common polymorphisms

Focusing on the set of balanced inversions (n = 292), we estimated the rate of inversion discovery with each additional genome added. Remarkably, the inversion discovery rate quickly saturates with more genomes added, an effect seen in both non-African and African populations (Figure 3A), despite the fact that African populations exhibit greater genetic diversity (Auton et al., 2015). This represents a significant ~2.4-fold reduction in the rate of new variant discovery compared with the insertion and deletion SVs (Ebert et al., 2021) (p = 1 × 10^{-24}; two-sided t test; see orange line in Figure 3A). Concomitantly, we also observe an excess of common (minor allele frequency [MAF] > 5%) inversion alleles (67%) when compared with other SV classes (48%, p = 2.6 × 10^{-11}, two-tailed Fisher’s exact test; STAR Methods). These observations suggest that sequencing more genomes will likely add only few more balanced polymorphic inversions without further technological advances to increase detection sensitivity in the most complex areas of the genome.

Methods for characterizing mutational toggling of inversions

We hypothesized that the excess of common balanced inversions may be due to recurrent mutations in humans (Aquado et al., 2014; Zody et al., 2008), mediated through NAHR between inverted repeats. To test this hypothesis, we devised two complementary methods to infer inversion toggling (Figure 3B; STAR Methods). We first developed a toggling-indicating SNP (tiSNP)-based approach to identify SNPs discrepant with a single inversion origin, based on haplotype-resolved Strand-seq reads. Signals of tiSNPs were aggregated for each inversion to find support for inversion toggling. In addition, we developed a haplotype-based approach to infer toggling based on the fully integrated set of phased genetic variants (generated by integrating Strand-seq and PacBio data). We apply coalescent-based methods to the phased SNPs to find evidence in support of inversion recurrence. The two approaches are complementary as the first evaluates each SNP independently, being largely unaffected by recombination, while the second leverages linkage and variation patterns to provide estimates on the number of recurrent inversion events as well as inversion rates per generation.

Inferred inversion recurrence and inversion rates

We tested and applied both methods on two previously studied inversions as controls. As a negative control, we tested the well-known 706-kbp 17q21.31 inversion (allele frequency [AF] = 11%; Figure 3C) that was hypothesized to have formed once in the last 2.3 million years (Koolen et al., 2006; Stefansson et al., 2005; Zody et al., 2008). As a positive control, we compared the results with the 5.3-Mbp 8p23.1 inversion (AF = 50%; Figure 3D) thought to be subject to limited recurrence (Mohajeri et al., 2016; Salm et al., 2012). Using the first method we find 0% (0/3,834) and 9.2% (1,366/14,801) tiSNPs for the 17q21.31 and 8p23.1 inversion polymorphisms, respectively (Table 1). The tiSNPs are seen across the whole length of the 8p23.1 inversion (Figures 3D and S4A). In agreement with these findings, the haplotype-based approach demonstrates clear evidence for multiple recurrences of the 8p23.1 inversion at several levels, in stark contrast to the single origin of the 17q21.31 inversion. Our haplotype-based principal component and hierarchical clustering-based tree analyses show that while all inverted haplotypes at 17q21.31 form a cluster distinct from the directly oriented haplotypes, the 8p23.1 locus exhibits inverted and directly oriented haplotypes in the same clusters (Figures 3C, 3D, S4A, and S4B). In addition, we observe a wide distribution of identity-by-state among haplotypes at 8p23.1, in contrast with the distinct identity-by-state clusters seen for 17q21.31 haplotypes (Figures S4C and S4D). Together, these analyses confirm that the 8p23.1 inversion arose independently on different genetic backgrounds, in contrast to a single origin of 17q21.31 inverted haplotypes.

To reconstruct the evolutionary history of these balanced inversions, we inferred the underlying genealogical relationship among haplotypes (STAR Methods). Because of the massive size of the 8p23.1 inversion, we focused our analysis on a 100-kbp region located at the distal portion of this locus (Figure 3D). Our analysis shows bootstrap support for both global and marginal trees (Figure S4E), suggesting that the underlying genealogical relationship among haplotypes is well recapitulated. Given the inferred tree, our method parsimoniously infers 15 independent inversions occurring at the 8p23.1 locus in humans (95% central interval: 4.75–17; STAR Methods) and estimates 1.11 × 10^{-4} inversions per generation (95% central interval: 2.28 × 10^{-5} to 1.60 × 10^{-3}). This is in contrast to the 17q21.31 inversion where our method predicts a single event (Figure 3C), with an inversion rate of 3.47 × 10^{-6} (95% central interval: 2.71 × 10^{-6} to 1.03 × 10^{-5}). Thus, inversion rates can vary by as much as two orders of magnitude.

Rates and genetic architecture of inversion toggling on autosomes and the X chromosome

To understand the extent of inversion toggling in humans, we applied both approaches to a subset of 127 balanced inversion sites across the autosomes and chromosome X that passed a series of QC filters (STAR Methods). We find that 52% (66/127) of inversions show evidence for inversion recurrence by at least
one of the two approaches (Figure 3B; Table S5), suggesting extensive inversion toggling in humans. Among a “consensus” set of 93 inversions where both approaches agree, we find 32 consensus recurrent (34% [32/93] toggling inversions, Table 1) and 61 consensus single-event inversions. Among the consensus inversions, we estimate inversion rates ranging between $3.4 \times 10^{-6}$ and $1.4 \times 10^{-4}$ (median: $1.2 \times 10^{-5}$). Notably, analysis of the chromosomal origin of these inversions shows a
### Table 1. Recurrent inversions in the human genome

<table>
<thead>
<tr>
<th>Locus</th>
<th>Position</th>
<th>Size (kb)</th>
<th>AF</th>
<th>Size (kb)</th>
<th>FIR identity</th>
<th>Morbid CNVs</th>
<th>tSNPs</th>
<th>Recurrent events</th>
<th>Inversion rate ($\times 10^{-5}$)</th>
<th>Evidence for recurrence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1p36.21</td>
<td>chr1:13104252-13122521</td>
<td>18.30</td>
<td>0.6960.00</td>
<td>95%</td>
<td>–</td>
<td>4 (2.47%)</td>
<td>13 [7.00, 13.75]</td>
<td>1.02 [0.272, 1.21]</td>
<td>tiSNPs &amp; Hb</td>
<td></td>
</tr>
<tr>
<td>10q11.22</td>
<td>chr10:46983451-47468232</td>
<td>484.80</td>
<td>0.090.42</td>
<td>61%</td>
<td>–</td>
<td>41 (4.64%)</td>
<td>7 [5.00, 7.00]</td>
<td>0.59 [0.326, 0.799]</td>
<td>tiSNPs &amp; Hb</td>
<td></td>
</tr>
<tr>
<td>11p11.12</td>
<td>chr11:50154999-50324102</td>
<td>169.10</td>
<td>0.4041.72</td>
<td>95%</td>
<td>–</td>
<td>54 (13.88%)</td>
<td>8 [6.15, 9.00]</td>
<td>0.4 [0.328, 0.571]</td>
<td>tiSNPs &amp; Hb</td>
<td></td>
</tr>
<tr>
<td>15q13.2-</td>
<td>chr15:30618103-32153204</td>
<td>1,535.10</td>
<td>0.110.42</td>
<td>74%</td>
<td>15q11.2, 15q13.3, 15q26</td>
<td>6 (0.17%)</td>
<td>4 [2.00, 7.00]</td>
<td>0.278 [0.0895, 0.6]</td>
<td>tiSNPs &amp; Hb</td>
<td></td>
</tr>
<tr>
<td>15q25.2</td>
<td>chr15:84373375-84416696</td>
<td>43.30</td>
<td>0.5634.22</td>
<td>99%</td>
<td>15q26</td>
<td>5 (3.45%)</td>
<td>9 [5.30, 10.00]</td>
<td>0.529 [0.301, 0.693]</td>
<td>tiSNPs &amp; Hb</td>
<td></td>
</tr>
<tr>
<td>16p12.3</td>
<td>chr16:16721273-18073542</td>
<td>1,352.30</td>
<td>0.130.37</td>
<td>66%</td>
<td>ATR-16</td>
<td>5 (0.13%)</td>
<td>4 [3.00, 5.00]</td>
<td>0.287 [0.15, 0.484]</td>
<td>tiSNPs &amp; Hb</td>
<td></td>
</tr>
<tr>
<td>16p12.1-</td>
<td>chr16:28471892-28637651</td>
<td>165.80</td>
<td>0.3623.53</td>
<td>98%</td>
<td>15q11.2, 16p11.2-p12.2</td>
<td>3 (1.59%)</td>
<td>4 [2.38, 5.00]</td>
<td>0.408 [0.234, 0.681]</td>
<td>tiSNPs &amp; Hb</td>
<td></td>
</tr>
<tr>
<td>2p11.1</td>
<td>chr2:91832040-92012663</td>
<td>180.60</td>
<td>0.4148.31</td>
<td>99%</td>
<td>–</td>
<td>10 (6.8%)</td>
<td>19 [10.62, 19.38]</td>
<td>1.41 [0.931, 1.85]</td>
<td>tiSNPs &amp; Hb</td>
<td></td>
</tr>
<tr>
<td>2q11.1-</td>
<td>chr2:95800191-96024403</td>
<td>224.20</td>
<td>0.0849.02</td>
<td>96%</td>
<td>2q11.2-deletion</td>
<td>3 (1.59%)</td>
<td>4 [2.38, 5.00]</td>
<td>0.408 [0.234, 0.681]</td>
<td>tiSNPs &amp; Hb</td>
<td></td>
</tr>
<tr>
<td>3q29</td>
<td>chr3:195749463-195980207</td>
<td>230.70</td>
<td>0.260.36</td>
<td>73%</td>
<td>3p25.3, 3q29</td>
<td>34 (4.22%)</td>
<td>5 [3.00, 9.00]</td>
<td>0.422 [0.229, 0.837]</td>
<td>tiSNPs &amp; Hb</td>
<td></td>
</tr>
<tr>
<td>7p22.1</td>
<td>chr7:5989046-6735643</td>
<td>746.60</td>
<td>0.1060.04</td>
<td>98%</td>
<td>–</td>
<td>33 (1.75%)</td>
<td>7 [6.00, 8.00]</td>
<td>0.506 [0.314, 0.815]</td>
<td>tiSNPs &amp; Hb</td>
<td></td>
</tr>
<tr>
<td>7q11.1</td>
<td>chr7:60911891-61578023</td>
<td>666.10</td>
<td>0.5233.66</td>
<td>99%</td>
<td>–</td>
<td>100 (13.77%)</td>
<td>16 [14.10, 20.00]</td>
<td>0.654 [0.49, 0.869]</td>
<td>tiSNPs &amp; Hb</td>
<td></td>
</tr>
<tr>
<td>7q11.21</td>
<td>chr7:65219157-65531823</td>
<td>312.70</td>
<td>0.3315.02</td>
<td>97%</td>
<td>–</td>
<td>1 (0.13%)</td>
<td>5 [3.00, 8.00]</td>
<td>0.318 [0.167, 0.663]</td>
<td>tiSNPs &amp; Hb</td>
<td></td>
</tr>
<tr>
<td>7q11.23</td>
<td>chr7:73113989-74799029</td>
<td>1,685.00</td>
<td>0.050.75</td>
<td>80%</td>
<td>WBS</td>
<td>19 (0.93%)</td>
<td>3 [2.00, 4.00]</td>
<td>0.262 [0.136, 0.433]</td>
<td>tiSNPs &amp; Hb</td>
<td></td>
</tr>
<tr>
<td>7q11.23</td>
<td>chr7:74869950-75058098</td>
<td>188.10</td>
<td>0.1043.32</td>
<td>95%</td>
<td>–</td>
<td>1 (0.53%)</td>
<td>6 [1.90, 6.00]</td>
<td>0.57 [0.126, 0.779]</td>
<td>tiSNPs &amp; Hb</td>
<td></td>
</tr>
<tr>
<td>8p23.2</td>
<td>chr8:2343351-2378385</td>
<td>35.00</td>
<td>0.5155.88</td>
<td>99%</td>
<td>8p23.1</td>
<td>32 (12.36%)</td>
<td>17 [3.40, 17.00]</td>
<td>1.13 [0.33, 1.53]</td>
<td>tiSNPs &amp; Hb</td>
<td></td>
</tr>
<tr>
<td>8p23.1</td>
<td>chr8:7301024-12598379</td>
<td>5,297.40</td>
<td>0.501.04</td>
<td>86%</td>
<td>8p23.1</td>
<td>1,366 (9.23%)</td>
<td>15 [4.75, 17.00]</td>
<td>1.11 [0.228, 1.6]</td>
<td>tiSNPs &amp; Hb</td>
<td></td>
</tr>
<tr>
<td>1p13.3</td>
<td>chr1:108310642-108383736</td>
<td>73.10</td>
<td>0.5760.01</td>
<td>99%</td>
<td>1p36</td>
<td>3 (1.44%)</td>
<td>5 [5.02, 5.97]</td>
<td>0.184 [0.184, 0.194]</td>
<td>tiSNPs &amp; Hb</td>
<td></td>
</tr>
<tr>
<td>11q14.3</td>
<td>chr11:69920623-89923848</td>
<td>3.20</td>
<td>0.5348.70</td>
<td>99%</td>
<td>–</td>
<td>3 (25%)</td>
<td>5 [5.05, 6.95]</td>
<td>0.336 [0.338, 0.411]</td>
<td>tiSNPs &amp; Hb</td>
<td></td>
</tr>
<tr>
<td>16p13.11</td>
<td>chr16:14954790-15100859</td>
<td>146.10</td>
<td>0.7733.43</td>
<td>79%</td>
<td>ATR-16, 16p13.11</td>
<td>5 (2.23%)</td>
<td>3 [3.00, 8.00]</td>
<td>0.264 [0.191, 0.832]</td>
<td>tiSNPs &amp; Hb</td>
<td></td>
</tr>
</tbody>
</table>

(Continued on next page)
<table>
<thead>
<tr>
<th>Locus</th>
<th>Position</th>
<th>Size (kbp)</th>
<th>AF</th>
<th>FIR size (kbp)</th>
<th>FIR identity</th>
<th>Morbid CNVs</th>
<th>tSNPs</th>
<th>Recurrent events</th>
<th>Inversion rate (\times 10^{-3})</th>
<th>Evidence for recurrence</th>
</tr>
</thead>
<tbody>
<tr>
<td>7q11.21</td>
<td>chr7:62290674-62363143</td>
<td>72.50</td>
<td>0.42</td>
<td>19.58</td>
<td>96%</td>
<td>–</td>
<td>12</td>
<td>(5.08%)</td>
<td>0.892 ([0.598, 0.896])</td>
<td>tSNPs &amp; Hb</td>
</tr>
<tr>
<td>7q11.21</td>
<td>chr7:62408486-62456444</td>
<td>48.00</td>
<td>0.57</td>
<td>2.90</td>
<td>71%</td>
<td>–</td>
<td>12</td>
<td>(5.91%)</td>
<td>0.942 ([0.458, 1.24])</td>
<td>tSNPs &amp; Hb</td>
</tr>
<tr>
<td>Xq22.2</td>
<td>chrX:10398943-104049428</td>
<td>60.00</td>
<td>0.64</td>
<td>72.58</td>
<td>94%</td>
<td>–</td>
<td>2</td>
<td>(2.67%)</td>
<td>0.58 ([0.308, 0.651])</td>
<td>tSNPs &amp; Hb</td>
</tr>
<tr>
<td>Xq28</td>
<td>chrX:14959949-14965967</td>
<td>56.50</td>
<td>0.08</td>
<td>19.58</td>
<td>62%</td>
<td>–</td>
<td>3</td>
<td>(5.17%)</td>
<td>0.351 ([0.234, 0.47])</td>
<td>tSNPs &amp; Hb</td>
</tr>
<tr>
<td>Xq28</td>
<td>chrX:14968103-14972249</td>
<td>41.20</td>
<td>0.61</td>
<td>12.98</td>
<td>98%</td>
<td>–</td>
<td>7</td>
<td>(15.56%)</td>
<td>0.85 ([0.78, 1.21])</td>
<td>tSNPs &amp; Hb</td>
</tr>
<tr>
<td>Xq28</td>
<td>chrX:15314974-153250226</td>
<td>100.50</td>
<td>0.60</td>
<td>2.90</td>
<td>99%</td>
<td>–</td>
<td>46</td>
<td>(20%)</td>
<td>0.573 ([0.401, 0.624])</td>
<td>tSNPs &amp; Hb</td>
</tr>
<tr>
<td>Xq28</td>
<td>chrX:15434724-15438467</td>
<td>37.60</td>
<td>0.44</td>
<td>4.98</td>
<td>98%</td>
<td>Xq28</td>
<td>1</td>
<td>(2.13%)</td>
<td>0.613 ([0.542, 0.936])</td>
<td>tSNPs &amp; Hb</td>
</tr>
<tr>
<td>Xq28</td>
<td>chrX:15459132-154613096</td>
<td>21.80</td>
<td>0.43</td>
<td>5.16</td>
<td>99%</td>
<td>Xq28</td>
<td>1</td>
<td>(5.56%)</td>
<td>0.495 ([0.475, 0.785])</td>
<td>tSNPs &amp; Hb</td>
</tr>
<tr>
<td>Xq28</td>
<td>chrX:15538672-15545982</td>
<td>67.30</td>
<td>0.15</td>
<td>19.58</td>
<td>98%</td>
<td>–</td>
<td>1</td>
<td>(1.25%)</td>
<td>0.577 ([0.447, 0.659])</td>
<td>tSNPs &amp; Hb</td>
</tr>
<tr>
<td>Xp11.22</td>
<td>chrX:52077120-52176974</td>
<td>99.90</td>
<td>0.36</td>
<td>6.81</td>
<td>99%</td>
<td>SHOX, Xp11.22-p11.23</td>
<td>14</td>
<td>(4.71%)</td>
<td>0.542 ([0.233, 1.03])</td>
<td>tSNPs &amp; Hb</td>
</tr>
<tr>
<td>Xq13.1-Xq13.2</td>
<td>chrX:72997772-73077479</td>
<td>79.70</td>
<td>0.20</td>
<td>20.90</td>
<td>98%</td>
<td>SHOX, STS</td>
<td>16</td>
<td>(13.11%)</td>
<td>0.548 ([0.288, 0.598])</td>
<td>tSNPs &amp; Hb</td>
</tr>
<tr>
<td>Xq28</td>
<td>chrX:15272975-15273870</td>
<td>9.00</td>
<td>0.40</td>
<td>5.16</td>
<td>98%</td>
<td>–</td>
<td>5</td>
<td>(12.5%)</td>
<td>0.559 ([0.352, 0.553])</td>
<td>tSNPs &amp; Hb</td>
</tr>
<tr>
<td>Yp11.2</td>
<td>chrY:6452942-9763793</td>
<td>3,310.90</td>
<td>0.10</td>
<td>10.61</td>
<td>66%</td>
<td>–</td>
<td>–</td>
<td>2</td>
<td>1.07 ([0.95, 1.22])</td>
<td>Y phylogeny</td>
</tr>
<tr>
<td>Yp11.2</td>
<td>chrY:9797298-9817138</td>
<td>19.80</td>
<td>0.43</td>
<td>20.90</td>
<td>71%</td>
<td>–</td>
<td>–</td>
<td>2</td>
<td>1.07 ([0.95, 1.22])</td>
<td>Y phylogeny</td>
</tr>
<tr>
<td>Yq11.221</td>
<td>chrY:14019657-14023071</td>
<td>3.40</td>
<td>0.67</td>
<td>4.63</td>
<td>94%</td>
<td>–</td>
<td>–</td>
<td>4</td>
<td>2.15 ([1.89, 2.43])</td>
<td>Y phylogeny</td>
</tr>
<tr>
<td>Yq11.221</td>
<td>chrY:16269646-16315779</td>
<td>46.10</td>
<td>0.38</td>
<td>5.92</td>
<td>99%</td>
<td>–</td>
<td>–</td>
<td>5</td>
<td>2.68 ([2.37, 3.04])</td>
<td>Y phylogeny</td>
</tr>
<tr>
<td>Yq11.222</td>
<td>chrY:17949447-17956300</td>
<td>6.90</td>
<td>0.71</td>
<td>96%</td>
<td>AFB+AZFc</td>
<td>–</td>
<td>5</td>
<td>2.68 ([2.37, 3.04])</td>
<td>Y phylogeny</td>
<td></td>
</tr>
<tr>
<td>Yq11.222</td>
<td>chrY:18604355-18667145</td>
<td>26.80</td>
<td>0.13</td>
<td>6.67</td>
<td>98%</td>
<td>AFB+AZFc</td>
<td>–</td>
<td>2</td>
<td>1.07 ([0.95, 1.22])</td>
<td>Y phylogeny</td>
</tr>
<tr>
<td>Yq11.223</td>
<td>chrY:21021692-21063744</td>
<td>42.10</td>
<td>0.60</td>
<td>1.09</td>
<td>63%</td>
<td>AFB+AZFc</td>
<td>–</td>
<td>4</td>
<td>2.15 ([1.89, 2.43])</td>
<td>Y phylogeny</td>
</tr>
<tr>
<td>Yq11.223</td>
<td>chrY:22204071-22384088</td>
<td>180.00</td>
<td>0.17</td>
<td>6.47</td>
<td>99%</td>
<td>AFB+AZFc</td>
<td>–</td>
<td>5</td>
<td>2.68 ([2.37, 3.04])</td>
<td>Y phylogeny</td>
</tr>
</tbody>
</table>

FIR, flanking inverted repeat, Hb, haplotype-based approach, CI, central interval (confidence intervals are given for rate estimates on the Y chromosome).
significant excess of recurrent inversions on the X chromosome compared with the autosomes (odds ratio: 27.2, 95% C.I.: [2.55, 142.4]; $p = 1.23 \times 10^{-10}$, chi-squared test), suggesting X-biased recurrence of inversions.

Among the 32 consensus recurrent inversions, we find that six overlap a set of 23 inversions previously suggested to be recurrent in the great apes (Porubsky et al., 2020a). Additionally, we detect a 38-kbp recurrent inversion on the X chromosome (AF = 44%; Table 1; Figures S4F and S4G) encompassing the genes FLNA and EMD (Small et al., 1997), which was previously demonstrated as recurrently inverted over the evolution of eutherian mammals (Cáceres et al., 2007). We predict four independent inversion events (95% central interval: 4.0 to 4.92) in the past 200,000 years of human evolution, with an inversion rate of $6.133 \times 10^{-5}$ (95% central interval: 5.423 to 9.363). From a mechanistic perspective, we find that both the length of the flanking inverted repeat (Pearson’s correlation: 0.51; $p = 1.7 \times 10^{-7}$) and its sequence identity (Pearson’s correlation: 0.39; $p = 1.3 \times 10^{-10}$) positively correlate with inversion recurrence (Figure S4H). A multivariate logistic regression analysis shows that the major driver for the inversion status is flanking inverted repeat length ($p = 7.2 \times 10^{-3}$). Furthermore, the majority (72%, 23/32) of recurrent inversions on the autosomes and X chromosome exhibited $\geq 10$-kbp long flanking SDs with high ($\geq 79$%) sequence identity (Table 1). Combined, these analyses strongly implicate NAHR as the primary driver for inversion recurrence, helping to explain the intimate association of high MAF, recurrent inversions, and flanking SDs.

Inversion toggling affects 6% of the Y chromosome

The lack of meiotic recombination outside of pseudoautosomal regions of the Y chromosome has the benefit of unambiguous phylogeny, which facilitates recurrence analyses (STAR Methods). The 16 male samples in our study carry 15 inversions on the Y chromosome (sizes: 3.4 kbp–3.3 Mbp; median: 26.7 kbp), eight of which were previously reported (Hallast et al., 2013; Lange et al., 2009; Repping et al., 2002, 2006; Shi et al., 2019a, 2019b). The majority (13/15, 87%) are flanked by SDs and invert 10 protein-coding genes and 14 transcribed pseudogenes (Figure 4A; Table S3). Out of 11 balanced inversions passing genotype quality filters, we classified 8 as recurrent, displaying two up to five occurrences in the Y phylogenetic tree (Table 1; STAR Methods). These recurrent inversions span $\sim 3.6$ Mbp, which corresponds to $\sim 6$% of the Y chromosomal sequence, and we estimate inversion rates...
ranging from $1.07 \times 10^{-4}$ (95% C.I.: $0.95 \times 10^{-4}$ to $1.22 \times 10^{-4}$) to $2.68 \times 10^{-4}$ (95% C.I.: $2.37 \times 10^{-4}$ to $3.04 \times 10^{-4}$) per father-to-son Y transmission (Table S3). These rates correspond to one recurrent inversion per 642 (95% C.I.: 567–728) father-to-son Y transmissions. The relative proportion of toggling inversions compared with single-event inversions on the Y chromosome is ~7-fold higher when compared with the autosomes ($p = 0.0066$, chi-squared test; Figure 4B), consistent with a sex-chromosomal bias for inversion recurrence.

### Relationship of polymorphic inversions with morbid CNV regions

#### Recurrent inversions are hotspots for morbid CNV formation

More than 30 genomic regions have been identified where recurrent microdeletions and microduplications have been associated with pediatric developmental delay and neuropsychiatric disorders (Bragin et al., 2014; Coe et al., 2014; Cooper et al., 2011; Lupski, 1998). We tested whether inversion polymorphisms are associated with such known morbid CNVs (Antonacci et al., 2014; Koolen et al., 2006; Osborne et al., 2001), using genome-wide permutation analysis (STAR Methods). We find a significant co-localization between morbid CNVs and balanced inversions in our callset (14%, 40/292, $p = 0.0029$, 2-fold excess; Figure 5A). In addition to WBS and KdVS, this includes several well-known genomic disorders, such as Prader-Willi/Angelman syndrome (PWAS), Smith-Magenis/Potocki-Lupski syndrome (SMPLS), as well as the 15q13 and 16p11.2 regions associated with autism. Remarkably, most of the association is driven by recurrent inversions for which the enrichment is 5-fold (31%, 10/32, $p = 0.0001$; Figure 5A). This suggests a relationship between the mutational
toggling of inversions in humans and recurrent CNVs associated with disease.

**Recurrent inversions affect the SD architecture at the 3q29 and 15q13.3 critical regions**

We investigated the architecture of inverted haplotypes in more detail to identify genomic features that may predispose to de novo CNVs. We searched for pairs of homologous SDs on the same haplotype that change their relative orientation through inversion, such that the inversion or reference (direct) orientation of a segment might represent a pre-mutational state (Zody et al., 2008) for morbid CNVs (STAR Methods; Data S2). We find 79 balanced inversions affecting the relative orientation of altogether 1,094 SD pairs (Table S6), with 86% (68/79) of inversions changing the relative orientation of several (up to 112) SD pairs at once. We focused on those SD pairs affected by a single inversion site and considered only those sites where more than 90% of SD pairs (weighted by length) were flipped into a direct or inverse orientation, respectively—thus avoiding more complex SD regions. Using this approach, we isolate 20 “potential CNV pre-mutational state inducing” and 9 “potentially CNV protective” inversions (Table S6).

For example, we characterized a recurrent inversion flanking the 3q29 microdeletion syndrome (Ballif et al., 2008; Willatt et al., 2005), which reorients a 21-kbp SD at one critical region flank (Figure 5B). On the inverted haplotypes, this SD is in inverted orientation relative to the corresponding homologous SD at the distal end of the critical region, whereas non-inverted haplotypes exhibit this SD pair in a direct orientation. We further find directly oriented duplications of an SD homologous with the distal breakpoint region, which are common in directly oriented haplotypes (>50% of cases) but entirely absent in inverted haplotypes (Figure 5B). These data suggest that a recurrent inversion flanking the 3q29 microdeletion critical region may be protective with respect to morbid CNV formation.

We also analyzed the architecture of a 1.5 Mb recurrent inversion overlapping the 15q13.3 microdeletion region (Antonacci et al., 2014). We find two independent inversions ~210 kbp in size (denoted INV-β and β'), which encompass either copy of the CNPβ repeat previously implicated (Antonacci et al., 2014) in the formation of the 15q13.3 microdeletion as well as the 1.5 Mb inversion (INV-γ) (Figure 5C; Data S2). We hypothesize that either of the β and β' inversions, when occurring in isolation, creates a pre-mutational state for morbid CNV formation. Other configurations of β and β', by comparison, may instead mediate INV-γ recurrence. We also find deletions involving the CNPβ and β duplicons in two haplotype structures, which potentially protect both against morbid CNVs and recurrent inversions (Figure 5C).

**Inversions at the WBS and juvenile nephronophthisis critical regions**

Encouraged by these findings, we performed more in-depth analysis of inversions intersecting sites of genomic disorders. For example, we find that the 7q11.23 inversion (Figure 5D; Table 1; Data S1), associated with WBS, has undergone toggling with three recurrent inversion events (central interval: 2, 4) across the critical region (chr7:73,113,989-74,799,029), translating to a rate of $2.62 \times 10^{-5}$ (central interval: $1.36 \times 10^{-5}$, $4.33 \times 10^{-5}$) inversion events per generation. It was previously proposed that an inversion spanning this region predisposes to morbid CNV formation (Osborne et al., 2001); future studies in patient cohorts may address whether a subset of the 7q11.23 inversion haplotypes act as a pre-mutational state for WBS. Interestingly, we also find two nested polymorphic inversions at the boundary of this critical region, which might exhibit protective or pre-mutational properties with respect to WBS (Data S2).

Furthermore, we observe a putatively recurrent inversion at 2q13, overlapping morbid CNVs implicated in juvenile nephronophthisis and autism (Figure 5E; Data S1) (Chen et al., 2017; Parisi et al., 2004; Yasuda et al., 2014; Yuan et al., 2015), although recurrence of this region was inferred by the haplotype-based coalescent approach only (Table S5). Two SD pairs are predicted to change their relative orientation as a result of the inversion (Table S6). One of the inverted haplotypes harbors a deletion spanning this SD pair, which may confer a protective role with respect to de novo morbid CNVs (Data S2).

Manual investigation of HiFi-based assemblies from 28 haplotypes reveals further examples of complexity and diversity of SDs flanking common inversion, with the majority of such polymorphisms (11/15, 73%) appearing adjacent to recurrent inversions (Table S4). To illustrate this breakpoint complexity, we focused on chromosome 1p36.13, which is associated with both interstitial and terminal deletions and for which we find inversion polymorphisms of the flanking SDs (Aagaard Nolting et al., 2020; Shapira et al., 1997). Manual analysis of optical maps of this region reveals an extraordinary level of structural complexity, with 46 distinct haplotype structures 723 kbp to 1.2 Mbp in size, which arose through inverted duplication, balanced inversion, and CNV events (Figures 6A and 6B; Data S1; STAR Methods). These haplotypes contain the NBPF1 core duplicon (Jiang et al., 2007). The NBPF1 gene encodes tandemly repeated Olduvai domains, which have expanded during primate and especially human evolution, potentially in association with brain size (O’Brien et al., 2012; Popescu et al., 2006; Sikela and van Roy, 2017; Uddin et al., 2011; Zimmer and Montgomery, 2015). Notably, a flanking SD thought to mediate morbid CNV formation (Aagaard Nolting et al., 2020) (yellow arrow in Figures 6A and 6B) exists in different copy number states and orientations, leaving the possibility that some structural haplotypes may predispose to differential susceptibility to 1p36.13 rearrangements.

Our analysis also discovered inversions overlapping well-known morbid CNV regions not previously known to be polymorphically inverted (Figure 6C; Data S1). This includes an inversion corresponding to the 16p13.11 microduplication and microdeletion syndrome critical region, which we detected in a single individual of Telugu ancestry. We identify one inversion proximal to the critical region that results in the reorientation of an SD pair showing >90% reciprocal overlap with the respective morbid CNV, potentially conferring a protective effect (Table S6). We also identify an inversion at 17p11.2 partially overlapping the well-known SMPLS region, seen in two unrelated carriers (Figure 6C). This inversion is predicted to lead to a reorientation of mostly directly oriented SD pairs and, as such, could potentially have protective effects with respect to 17p11.2 CNV formation (Table S6).
Lastly, we highlight a 5-Mbp 15q11.2-13.1 inversion, identified from a single sample of Punjabi ancestry. The inversion overlaps the well-known PWAS type II critical region (Coe et al., 2014) and has been postulated to predispose to disease (Gimelli et al., 2003). This critical region shows a complex SD architecture at the flanks and underwent evolutionary inversion toggling (Maggiolini et al., 2020; Porubsky et al., 2020a) (Figure 6D). We set out to predict other samples in the 1KG panel carrying this inversion by analyzing rare SNP alleles after genotyping using PanGenie. We detected four additional carriers (including the mother of the index sample), all of which are of Punjabi ancestry, suggesting a potential founder inversion event (Figure 6E). FISH experiments verified all (5/5, 100%) predicted carriers (Figure 6F; Data S1). Since the inversion is thought to be enriched in parents of Angelman syndrome patients (Gimelli et al., 2003), this technique could be used to identify families at risk.

Figure 6. Complex inverted haplotypes and inversions at sites of morbid CNVs
(A) The 1p36.13 region differs between the T2T-CHM13 and GRCh38 references.
(B) Optical mapping reveals four haplotype classes (I–IV), with 12 haplotypes (H1–H12) seen at least twice at 1p36.13. Colored arrows represent genomic segments, and black arrows deletions. Black rectangles outline variants relative to T2T-CHM13.
(C) Inversions at 16p13.11 and 17p11.2.
(D) An inversion overlapping the PWAS type II region (recurrent CNV breakpoints denoted as BP1, 2, and 3). FISH probe positions shown (bottom).
(E) Scatterplot depicting shared rare SNPs within the 1KG data for the locus in (D). AC, allele count.
(F) FISH validation of the locus in (D). CEN, centromere.
DISCUSSION

Extensive inversion recurrence in the genome

Our analysis suggests that inversion toggling is one of the most common mutational processes. We estimate recurrence rates of $3.4 \times 10^{-6}$ to $2.7 \times 10^{-4}$ per site per generation and identify 40 regions of inversion toggling corresponding to ~0.6% of the human genome. The toggled segments are gene-rich and often hundreds of kilobase pairs in length. Interestingly, 6/40 regions have also toggled between human and nonhuman ape species (Porubsky et al., 2020a). This suggests that toggling has been a long-standing and persistent property over the last 15 million years. The propensity for certain regions to toggle may in fact be even more ancient, as originally reported for the emerin-filamin (EMD-FLN) inversion, which toggled at least 10 times during eutherian mammal evolution (Cáceres et al., 2007).

From a genetic perspective, toggling inversions are more likely to complicate, or be missed by, standard eQTL mapping (STAR Methods; Data S1) and genome-wide association studies because they arise independently on diverse haplotype backgrounds. Although rare SNPs can point toward potential carriers (Figure 6E), the inversion status cannot be directly determined using short reads alone. Going forward, large-scale screens, such as using pooled Strand-seq in 1K cell lines, could provide a cost-effective means of identifying and genotyping inversions (STAR Methods; Figure S5).

A sex chromosome bias in mutational toggling

We observe an enrichment for recurrent inversions on the sex chromosomes, with 45% of toggling inversions residing on the X or Y (Table 1). It has been hypothesized that X chromosome hemizygosity and limited homologous recombination may promote intrachromosomal NAHR within the unpaired portion of the sex chromosomes (Cáceres et al., 2007). Although most autosomal double-strand breaks (Lange et al., 2016) are repaired early during meiotic prophase, double-strand breaks persist on the unpaired X chromosome where they remain associated with recombinases Rad51 and Dmc1 (Enguta-Marrueco et al., 2015; Moens et al., 1997). At later stages of meiosis, factors for NHEJ colocalize to the XY bivalent (Goedecke et al., 1999). Furthermore, research in yeast has demonstrated the involvement of inverted repeat sequences in generating hairpin structures that can lead to DNA double-strand breaks or ectopic recombination between regions within the hairpin (Mizuno et al., 2013; Nag and Kurst, 1997; Nasar et al., 2000); these mechanisms may also be relevant to SDs flanking inversions in an inverted orientation. One possibility then is that breaks arising in non-homologous XY regions are repaired by inter-sister recombination or NHEJ after crossovers have been formed, facilitating recurrent inversion formation. In this model, the male germline would be a key driver for inversion recurrence.

Association of recurrent inversions and hotspots of disease-causing rearrangements

While an intimate relationship between inversions and some recurrent morbid CNVs has been known for decades (Antonacci et al., 2009, 2014; Koolen et al., 2006; Maggiolini et al., 2019; Osborne et al., 2001), our study establishes a genome-wide association of disease-causing CNVs with hotspots of recurrent inversion. There are at least two possible explanations. First, inversion recurrence increases the MAF (theoretically converging to 0.5 if no other evolutionary forces counteract) leading to more heterozygous inversion carriers in the population, which promotes genomic instability and disease-causing CNVs, since homologous recombination is suppressed in a heterozygous inverted state. (Sturtevant, 1917). In the case of meiotic double-strand break initiation, resection is likely to occur at the site of DNA breaks when homologous recombination is suppressed, and error-prone non-homologous repair may subsequently result in increased deletion and ectopic recombination events. If homologous recombination does occur between homologs within a heterozygous inverted segment, the resulting dicentric and acentric chromosomal segments may be recovered, leading to subsequent rearrangements (Hermetz et al., 2014), including inverted duplications and terminal deletions, as has been proposed for the chromosome 8p23.1 locus (Ciccone et al., 2006; Giglio et al., 2001; Giorda et al., 2007). Interestingly, we find that 8p23.1 is among the most recurrent inversions, estimated to have arisen at least 15 times in human history. It is also among the most common inversions with an allele frequency of 0.5 and, therefore, predicted to be heterozygous in 50% of all meioses.

An alternative, and not mutually exclusive, scenario may be that recurrent inversions lead to SD architectural diversity at their boundaries, creating pre-mutational states for de novo CNVs. We observed, for example, changes in copy number and orientation of SDs, especially among structural haplotypes associated with inversion recurrence. Certain structural haplotypes, thus, may “switch” from protective (i.e., predisposing to recurrent inversion) to at risk (i.e., predisposing to recurrent morbid CNVs). This is the case for the chromosome 17q21.31 inversion associated with KdVS, where the more complex, directly oriented SDs associated with the European H2 haplotype predispose to microdeletion, making the syndrome largely European-specific (Steinberg et al., 2012). Our sequence-level analysis supports considerable structural diversity for chromosome 7q11.23 (WBS), 15q13, and 2q13, as well as the 3q29 microdeletion/duplication region, creating potential pre-mutation or protective haplotypes for CNV formation. Notably, in the case of the 3q29 inversion our prediction that the inverted state may confer a protective role is consistent with the observation, reported in a current preprint, of 3q29 microdeletions forming on patient haplotypes in direct rather than inverted genomic orientation (Yilmaz et al., 2021). At the genome-wide level, we observe reorganization of >1,000 SD pairs mediated by a total of 79 polymorphic inversions. These observations suggest a vast potential of inversions to prime or protect against morbid CNV formation, thereby shaping the human landscape of repeat-mediated mutation that is yet to be fully explored.

Insights into L1-internal inversions

Among smaller inverted sequences (<2 kbp), we report frequent inversions of L1-internal sequences. Sequence analysis of 5’ junctions suggests MMEJ is involved in both 5’ truncation and twin-priming, and contrasts with full-length L1 insertions. This supports the annealing of microhomologous sequences leading...
to premature truncation and internal inversion of L1 sequences (Yamaguchi et al., 2014; Zingler et al., 2005), and is consistent with the involvement of DNA repair in the truncation of L1s and the frequency of retrotransposition (Coufal et al., 2011; Suzuki et al., 2009). Sporadic templated nucleotide insertions at Jct1–2 for twin-priming events and at the 5’ end of truncated L1s suggest the participation of polymerase θ-mediated end joining, although further research is needed to elucidate the role of alternative polymerases in internal priming and reverse transcription (Chandramouli et al., 2021).

Limitations of the study
With the exception of the Y chromosome, we inferred inversion toggling by requiring confirmation of two independent approaches and as a result may actually underestimate inversion recurrence, especially if selective forces are operating (Steinberg et al., 2012). The study is limited to 82 unrelated human haplotypes and more genomes will be required to distinguish single-origin inversions from recurrent events. Many SD regions flanking the inversions are not yet fully sequence resolved (Table 1), and this is a critical next step to understand the mechanisms responsible for inversion formation (Antonacci et al., 2014) (Figures S2E–S2G; STAR Methods). Resolving the flanking sequences fully will reveal whether there are particular genomic signatures or “scars” at their breakpoints (Figure S2H) associated with recurrent and nonrecurrent events, and whether at certain loci inversion toggling results from partially overlapping inversions with distinct breakpoints (STAR Methods; Data S1). In our study, Strand-seq was critical for the discovery and genotyping of most large (>100 kbp) inversions, especially those flanked by SDs (Data S1). Orthogonal optical mapping data in concert with the long-read and Strand-seq data helped, for example, to validate more complex haplotype structures (e.g., at 1p36.13). Characterization of the complete spectrum of SVs at the sequence level remains an important goal that is likely to be unattainable outside of a multi-platform approach.
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This study did not generate any new unique reagents or materials to report. All cell lines used are commercially available.

Data and code availability
- The full inversion callset is available in Table S2. Raw genomic datasets are available through the International Nucleotide Sequence Database Collaboration (INSDC) including Illumina WGS, RNA-seq, Bionano Genomics, PacBio, and Strand-seq data, and are publicly available as of the date of publication. Accession numbers are listed in the key resources table. The URL is listed in the key resources table. Phased assemblies of the 82 haplotypes were obtained from Ebert et al. (2021) (PGAS v12 assemblies) and Ebler et al. (2022) (PGAS v13 hifiasm assemblies) and are listed in the key resource table. Select loci were also examined from Human Pangenome Reference Consortium (HPRC); https://github.com/human-pangenomics/HPP_Year1_Assemblies. Dot plot visualizations of several recurrent inversion loci can be obtained as described in the key resource table. Other publicly available data (PacBio and ONT) used in this study are reported in Table S1. VCF files with integratively phased single-nucleotide variants (SNVs) and inversion genotypes have been deposited at IGSR FTP. The URL is listed in the key resources table. Data previously generated as part of Ebert et al. (2021) study are publicly available from the IGSR (www.internationalgenome.org/data-portal/data-collection/hgsvc2).
- All original code has been deposited at Zenodo and is publicly available as of the date of publication. DOIs are listed in the key resources table.
- Any additional information required to reanalyze the data reported in this paper is available from the lead contact upon request.
Strand-seq data were generated as follows. EBV-transformed lymphoblastoid cell lines from the 1KG (Coriell Institute; Table S1) were used to test Mendelian segregation of inversions in families. Inversion discovery was achieved in 41 unrelated individuals (82 haplotypes). The three parent-child trios were subsequently used to test Mendelian segregation of inversions in families.

We selected 44 samples from the 1KG (Auton et al., 2015) for inversion discovery. These included individuals with ancestry from Africa (n = 13), America (n = 8), East Asia (n = 9), Europe (n = 8), and South Asia (n = 6). We performed Strand-seq in nine samples and combined these data with previously generated data from three orthogonal platforms (Strand-seq, long-read assemblies, and Bionano; Table S1) available for 35 samples (Chaisson et al., 2019; Ebert et al., 2021). Excluding three related family members (children in family trios), inversions were discovered in 41 unrelated individuals (82 haplotypes). The three parent-child trios were subsequently used to test Mendelian segregation of inversions in families.

**METHOD DETAILS**

**Human diversity panel**

We selected 44 samples from the 1KG (Coriell Institute; Table S1) for inversion discovery. These included individuals with ancestry from Africa (n = 13), America (n = 8), East Asia (n = 9), Europe (n = 8), and South Asia (n = 6). We performed Strand-seq in nine samples and combined these data with previously generated data from three orthogonal platforms (Strand-seq, long-read assemblies, and Bionano; Table S1) available for 35 samples (Chaisson et al., 2019; Ebert et al., 2021). Excluding three related family members (children in family trios), inversions were discovered in 41 unrelated individuals (82 haplotypes). The three parent-child trios were subsequently used to test Mendelian segregation of inversions in families.

**Strand-seq data generation and data processing**

Strand-seq data generation and data processing used to test Mendelian segregation of inversions in families. Inversion discovery was achieved in 41 unrelated individuals (82 haplotypes). The three parent-child trios were subsequently used to test Mendelian segregation of inversions in families.

**Strand-seq-based inversion discovery**

To detect inversions using Strand-seq data, directional composite files were generated for each sample as previously described (Chaisson et al., 2019; Sanders et al., 2016). For this we used the breakpointR function ‘synchronizeReadDir’ (Porubsky et al., 2020b), which locates Watson-Watson (WW) and Crick-Crick (CC) regions in each chromosome and for each cell before building these into the sample-specific composite files. Composite file generation is designed to work well with inversions up to ~4 Mbp. We detected two large-scale inversions (chr2:87987171-111255403 in NA19650; chr15:23345459-28389868 in HG02492) that were not represented in our composite file but were visible in individual Strand-seq libraries. While these inversions are very rare, we set to recover such events by locally correcting our composite files. We used the primatR function ‘synchronizeReadDirRegion’ to create a regional composite file around the inverted region. Next, we replaced reads in the original composite file with the reads from the regional composite file. This allowed us to correctly genotype and visualize these inverted regions.

Segmental changes in composite file orientation, suggestive of an inverted allele, were identified using breakpointR (Porubsky et al., 2020b). To detect both larger and smaller strand-state changes, we used breakpointR in two settings—applying either a window size length of 5 kbp or 20 reads per bin. In both cases, we scaled an initial bin size by multiples of 2, 3, 4, 5, 10 and 20. This resulted in a redundant dataset with putative inversions detected per sample (mean and median: 144 per sample).

To construct a nonredundant set of Strand-seq inversions, we merged and filtered all detected strand-state changes (putative inversions) in multiple stages as follows: We started out by cropping out inversion flanks that overlap with highly identical SDs (≥98% identity) or gaps defined in GRCh38. Second, we iteratively merged inversion ranges with ≥50% reciprocal overlap until no more ranges could be merged. Such collapsed ranges were then subjected to a re-genotyping step using the ‘genotypeRegions’ function of the primatR package (Porubsky et al., 2020a). Each region in each sample was assigned a genotype: ‘HET’ - approximately equal mixture of plus and minus reads, ‘HOM’ - majority of minus reads, ‘REF’ - majority of plus (reference) reads and ‘lowReads’ - less than 20 reads in a region. Ranges that genotype only as a reference (‘REF’) orientation or have less than 20 (‘lowReads’) reads across all samples were filtered out. Next, we collapsed ranges that share the same genotype across all samples and are embedded with respect to one another. Lastly, for regions that were genotyped only as a ‘HET’ or ‘lowReads’ across all samples, we retained only unique (nonoverlapping) genomic ranges. The same procedure was repeated for window sizes defined by the reads per bin (20 reads per bin as mentioned above), which allowed adding smaller inversions, missed by the larger bin size, to the final Strand-seq inversion callset. Finally, we merged the nonredundant set of inversions created by both window sizes (5 kbp and 20 reads per bin) into a final nonredundant set (n = 341) created by the automated procedure described above (Data S1).
We then manually curated the resultant Strand-seq calls to increase the overall accuracy of the callset, as was done in previous studies (Chaisson et al., 2019; Porubsky et al., 2020a). We projected sample-specific composite files onto the UCSC Genome Browser in order to evaluate the mapping of Strand-seq reads inside complex regions of the genome. This procedure led to the addition of 26 inversions and divided 31 regions into more than one inverted event with respect to the automated nonredundant callset (n = 341). This resulted in the final manually curated nonredundant Strand-seq based inversion discovery callset (n = 419). Among those 419, 39 inversions were marked as false positives mostly caused by a single sample (NA19239) likely due to the extent of background (i.e., strand-unspecified) reads in sample-specific composite files. The manually curated Strand-seq inversion calls were subsequently expanded into the redundant callset (n = 6,642) and used in the inversion merging process along with assembly- and Bionano-specific inversion callsets (as described below) (Data S1).

**Inversion discovery using the Phased Assembly Variant Caller (PAV)**

Haplotypic-based assemblies (data and code availability) were used to generate a long-read-based inversion callset, using the PAV (Ebert et al., 2021) tool, and these assemblies were further utilized to perform sequence-level characterization of inverted sequences. PAV was run on 32/44 samples (64/88 haplotypes) with available phased assemblies. Briefly, PAV aligns each assembled haplotype (2 per sample) with minimap2 (Li, 2018) and finds evidence of inversions by analyzing fragmented alignments and aberrant SV patterns created when alignments traverse through an inversion breakpoint. As part of our previous work, variants in assembly collapses were identified using SDA (Vollger et al., 2019) and removed.

**Long-read assembly-based discovery of L1-internal inversions mediated by twin-priming**

Non-reference L1 insertion calls previously generated by the HGSGVC (Ebert et al., 2021) were subjected to a refined version of the MEIGA-PAV annotation pipeline in order to identify and characterize twin-priming events. First, in order to have all L1 inserts in forward orientation, the reverse complement sequence for every L1 insertion occurring in the minus strand was obtained. Then, poly (A) tails were detected and trimmed for every insert, requiring poly (A) monomers to be at least 10 bp in size, have a minimum purity of 80%, and be located at a maximum distance of 30 bp relative to the insert end. The resulting trimmed inserts were aligned using BWA-MEM 0.7.17-r1188 into a consensus L1 sequence derived from the 632 FL-L1 insertions included in the HGSGVC callset. In order to maximize sensitivity for particularly short L1 events a minimum seed length (-k) of 8 bp and a minimum score (-T) of 0 were used. Alignment hits over the L1 consensus were chained based on complementarity in order to identify the minimum set of nonoverlapping alignments that span the maximum percentage of the inserted sequence. A second targeted alignment with BWA-MEM is applied to insert ends that failed to align in the initial alignment round. Based on the alignment chains, L1s are classified as full-length (single hit spanning >99% of the consensus L1), 5’ truncated (single hit spanning ≤99% of the consensus L1), and 5’ inverted (two hits with the first in reverse while the second in forward orientation). Then, the inversion junction conformation for every twin-priming event is determined based on the alignment position over the consensus for the inverted and non-inverted L1 pieces. Blunt joints are characterized by perfect complementary alignments, while overlapping and discontinuous alignments define duplications and deletions at joints, respectively.

Reference L1s were processed similarly as non-reference with two additional preprocessing steps prior to annotation with MEIGA-PAV. RepeatMasker annotations for the GRCh38 genome build were downloaded from the UCSC Table Browser (Karolchik et al., 2004). We noticed that the existence of 5’ inversions frequently led to fragmented annotations, whereby the inverted and non-inverted sequences are erroneously annotated as independent L1s in the reference genome. To correct for this, we merged pairs of L1 annotations adjacent to each other, if they were in opposite orientation and complemented one another at the sequence level. Then, reference L1s were intersected with deletion calls previously generated by the HGSGVC (Ebert et al., 2021) in order to select polymorphic L1s that were deleted in at least one of the 64 haplotypes. After doing the reverse complement for insertions in the minus strand and trimming poly (A) tails, these L1 elements were further analyzed using MEIGA-PAV.

We successfully inferred the configuration for 93% (1,271/1,362) of L1 polymorphisms, finding that 26% (330/1,271) of them show characteristic 5’ inverted sequences, whereas the remaining are either full-length (405) or 5’ truncated (536). For 7% of L1 polymorphisms (n = 91) there was uncertainty regarding the insertion configuration, and these elements were therefore not analyzed.

**Simulations and evaluation of L1 annotation pipeline**

We generated a simulated dataset, including 9,000 synthetic L1 inserts (Data S1), evenly distributed among the three possible insertion configurations: full-length (FL), 5’ deleted, or inverted L1. All inserts derived from the same consensus L1 sequence were used as reference for L1 annotation. While the complete consensus was included for FL-L1, random breakpoint positions were sampled for the generation of truncated and inverted events. A single breakpoint located between 10 and 6,013 positions was sampled for 5’ deletions, ensuring a minimum deletion and insertion size of 10 bp. To simulate 5’ inversions, the inversion junction structure was randomly selected among three possible configurations: blunt, deletion, and duplication. Duplication and deletion sizes at the junctions were sampled between 1 and a maximum length of 100 bp and 500 bp, respectively. Similarly, the inversion size was determined based on a random distribution using a minimum inversion length of 10 bp. Then, a random 3’ breakpoint position compatible with the inversion length and junction structure was sampled and the position of the 5’ breakpoint was determined relative to the 3’ breakpoint while taking into account insertion features. Microhomologies and nucleotide insertions at the junction between the TSD and the 5’ end of full-length, truncated, and inverted L1s were characterized based on a search of complementary DNA sequences.
between the 3’ end of the TSD and the L1 sequence adjacent to the insertion breakpoint. In order to account for potential sequencing errors, a single mismatch was allowed at the microhomology patches. The same approach was applied for the characterization of the junction between the inverted and non-inverted L1 fragments for twin-priming events. Templated insertions were detected based on manual inspection and alignment of the inserted sequences to the genomic sequences within 50 bp of the integration breakpoint or to the L1 consensus sequence. Insertions shorter than 8 bp were excluded from this analysis because they could not be reliably aligned (typically not mapping or producing multiple possible alignments). Based on these analyses we determined that 7% (5/71) of the detected insertions seen in association with twin-priming events are templated.

The 9,000 simulated L1 inserts were annotated using MEIGA-PAV and annotations were systematically evaluated using the simulated insertion features as a reference. The predicted insertion configurations were highly consistent with expectations (Data S1), with only 18 misannotated insertions, which correspond to insertions with short 5’ deletions misclassified as full-length. Junction conformations were also accurately ascertainment (Data S1), with 98% (1,016/1,034) duplications, 97% (974/1,008) deletions, and 91% (870/958) blunt joints being concordant. Predicted lengths for inversions, duplications, and deletions at inversion joints were strongly correlated with the expected sizes (Data S1). Finally, 75% (4,483/5,940) of all inversion breakpoints were accurately detected, with inaccurate breakpoints having a median deviation of 1 bp (max = 22 bp) (Data S1).

**Bionano Genomics-based inversion discovery**

We analyzed Bionano Genomics Optical Mapping data by using Saphyr 2nd generation instruments (Part # 60325) and Instrument Control Software (ICS) version 4.9.19316.1. *De novo* assemblies of each sample were obtained using the Bionano Solve v3.5 De Novo Assembly pipeline with haplotype-aware arguments (optArguments_haplotype_DLE1_saphyr_human_downSampleLongestMole.xml) as described previously (Ebert et al., 2021). Using the Overlay-Layout-Consensus paradigm, pairwise comparisons of DNA molecules at least 250 kbp in length, contributing to a coverage of 250X, were generated to create a layout overlap graph and produce initial consensus genome maps. By realigning molecules to the genome maps (alignment confidence cutoff of Bionano p-value < 1 x 10^{-12}) (Anantharaman et al., 2004) and by using only the best matching molecules, a refinement step was applied to label positions on the genome maps and to remove chimeric joins. Next, during an extension step, molecules were aligned to genome maps (Bionano p-value < 1 x 10^{-15}), and the maps were extended based on the molecules aligning past the map ends. Overlapping genome maps were then merged (Bionano p-value < 1 x 10^{-15}). These extension and merge steps were repeated five times before a final refinement was applied to “finish” all genome maps. To identify all alleles, clusters of molecules that were aligned to genome maps with unaligned ends >30 kbp in the extension step were re-assembled to identify potential alternate alleles. To identify alternate alleles with smaller size differences from the assembled allele, clusters of molecules that aligned to genome maps with internal alignment gaps of size <50 kbp were identified, in which case, the genome maps were converted into two haplotype maps. Inversions were identified using the Bionano Solve v3.5 De Novo Assembly pipeline, in which the final genome maps were aligned (Bionano p-value < 1 x 10^{-15}) to GRCh38. Manual curation of inversions was performed using Bionano Access (v1.5.2). Optical maps of samples were visually evaluated for inversions not automatically detected by the pipeline. Molecule support for each inversion was evaluated by using the molecule data of each contig containing the inversion. Inversions without molecule support (molecules that span either the entire inversion or anchored to unique labels in proximal and distal inversion breakpoints) were excluded. In addition, inversions identified in centromeric regions and in tandem repeat regions without distinct labeling pattern (direct and inverted configurations of a region of interest show the same labeling pattern) were excluded.

**Inversion merging into a provisional integrated callset**

To create a final nonredundant inversion callset outside of L1 insertions, we merged inversion calls based on different technologies using SV-Pop (Audano et al., 2019; Ebert et al., 2021). Merging of overlapping inversion calls was done in the following priority order: phased assembly-based calls (based on PAV), Strand-seq, and Bionano manual callsets. This means that the PAV range is considered first in case two or more inversion calls overlap. In addition, to prevent removing manually curated Strand-seq calls from more complex regions, such as centromeres, we switched off any filtering (applied in Ebert et al., 2021) during the merging step. This merging procedure resulted in a provisional merged inversion callset with 613 genomic regions.

However, in this procedure, a small number of inversion calls made manually using Strand-seq in complex regions of the genome may have been lost, because a PAV inversion call based on an incomplete assembly takes precedence, and thus may lead to a loss of a valid Strand-seq-based call. We thus recovered Strand-seq manual calls with less than 50% reciprocal overlap with the merged callset. By doing so, we ended up adding two simple inversions (chr6-26738711-INV-24388; chr10-79542902-INV-674513) and three inverted duplications (chr16-55798460-invDup-32830; chr17-19240629-invDup-2318213; chrX-141585258-invDup-102910) to the final provisional merged callset (n = 618) (Data S1). We subsequently continued with the re-genotyping of all regions using ArbiGent as described below. Note that for any PAV call, we genotyped inner breakpoints reported by PAV whenever inner breakpoints were completely embedded within outer breakpoints.

**Inversion genotyping and phasing with ArbiGent**

We devised a Strand-seq-based inversion genotyping method, termed ArbiGent, which we employed for three purposes: 1) to unify inversion calls across samples, 2) to verify inversion calls made with other platforms, and 3) to integrate information about inversion loci across samples and accordingly improve the individual callsets. ArbiGent determines inversion genotype likelihoods for genomic...
locri containing at least 500 bp of sequence uniquely mappable with 75 bp paired-end reads (Data S1), using strand-specific reads as an input. ArbiGent utilizes an adapted statistical framework previously used for subclonal SV calling in cancer (Sanders et al., 2020). We extended this framework to allow estimating SV genotype likelihoods for DNA segments of choice using Strand-seq data. Based on a Bayesian probability framework that models strand- and haplotype-specific read counts using negative Binomial distributions (Sanders et al., 2020), ArbiGent computes inversion genotype likelihoods for inversions and copy number changes. SV genotype likelihoods derived from individual cells from the same sample are concatenated by summing up log likelihoods across cells, to result in a combined genotype likelihood estimate per sample and genomic locus of interest. We consider genotype calls made by ArbiGent as ‘high confidence’ if they display a likelihood ratio over a reference state of >10^3. Integrating genotype labels across samples, ArbiGent additionally assigns labels at the locus level, including ‘potentially FalsePositive (FP)’ if the locus is never seen inverted in any sample, or ‘AlwaysComplex’ if the locus was not seen in a non-complex (or reference) state in any sample. In GRCh38, 489 out of 615 (79.5%) inversions in the initial discovery set were assigned a ‘passing’ label (‘Pass’, ‘InvDup’, ‘NoReads’, ‘LowConf’, ‘-Misorient’), with the ratio increasing for inversion loci called by at least two independent techniques (75 out of 77, 97.4%) (Figures S1E and S1F).

ArbiGent supports haplotype phasing of events based on the StrandPhaseR method, which infers phase information from Strand-seq reads (Porubsky et al., 2016; Porubsky et al., 2017). We additionally synchronized the haplotype assignments per chromosome (H1 vs. H2) post-hoc to the long-read-based phased genome assemblies (in the subset of samples [35/44] where such assemblies were available). This is done by comparing heterozygous SNP sites phased by StrandPhaseR (Porubsky et al., 2017) to those called by PAV (in phased assemblies) and adjusting the ArbiGent phase accordingly on chromosomes where the PAV and Strand-seq SNPs are phased orthogonally. This procedure was applied to all inversions on 796/805 chromosomes (35 independent samples × 23 chromosome sets), while the remaining nine displayed potential errors in phased assemblies in which case ArbiGent calls were reported using their original phase (Data S1). Using this procedure, we genotyped all 618 inversions, of which 615 were used for subsequent analysis (three inversions from unassigned fragments of the GRCh38 reference were dropped: chr14_GL000225v1_random-107057-INV-5515, chr17_GL000205v2_random-160765-INV-1685, and chrUn_KI270743v1-150894-INV-11414; Data S1).

Inversion filtering and generation of the final integrated inversion callset
We applied a number of filters to remove low-quality inversion calls and generate the final integrated callset for inversions outside of L1 sequences. First, we removed calls that were genotyped by ArbiGent as ‘Alwayscomplex’, ‘Alwayscomplex-InvDup’ or ‘FP’ (false positive). Second, we removed any remaining inversions unique to the Strand-seq callset that were flagged as either ‘FP’ (false positive) or SD (‘segmental duplication’) during initial inversion discovery. Third, we removed any unique automated Bionano call (reported by automated Bionano procedure) with less than 90% reciprocal overlap with the manually curated Bionano inversion callset. Lastly, we dropped inversion calls with 90% or more reciprocal overlap with another inversion call within the callset, which brought the number of inversions to 418 (Data S1). We marked putative reference assembly misorientations (misorients) as regions defined as ‘miso’ by ArbiGent or marked as putative misorient during the manual curation of Strand-seq callset (all carriers show homozygous inversions). Any call that showed at least one clear heterozygous genotype was not marked as a putative misorient.

To finalize the callset we manually evaluated dot plot alignments for all 418 inversions, using the phased assemblies (STAR Methods). We identified contigs spanning both breakpoints for 183/418 (44%), predominated by smaller inversions below 200 kbp (Figure S1C). We used the alignments to verify inversion status and to annotate repeats at the breakpoints as well as other SVs at the flanks, such as insertions, deletions, and duplications. We used a 50 bp lower cutoff in reporting homology and SVs. Finally, we intersected all homologous repeats with mobile elements present in RepeatMasker v4.1.2 (Tarailo-Graovac and Chen, 2009). Using this approach, we identified inversions (n = 31) likely driven by mobile elements (both inversely oriented homologous repeats displayed >80% reciprocal overlap with an individual mobile element of the same class). Using the phased assemblies, we then adjusted inversion breakpoint positions. After breakpoint adjustment, we re-genotyped all inverted regions once more using ArbiGent. We then manually checked inversions for potentially redundant calls, which were removed from the callset. This led to the removal of six redundant calls (variant IDs: chr6-167197698-INV-159879, chr8-2235761-INV-247546, chrX-52472287-INV-68115, chrX-155384040-INV-73061, chr10-46986413-INV-193930, chr10-79526936-INV-290309). We also removed calls flagged as false positives during the manual dot plot evaluation and with no support by Strand-seq data (n = 13), resulting in the final callset of 399 inversions. Finally, to avoid reporting low-confidence genotypes for small inversions discovered only by PAV, we replaced the ArbiGent genotypes with PAV genotypes for these small events if the ArbiGent genotype was labeled as “low confidence”.

We categorized 399 inversions that occurred outside of L1 insertions into 292 balanced inversions (‘Inv’) - at least one sample shows a confident balanced inversion of genomic sequence; 40 inverted duplications (‘InvDup’) - marked based on ArbiGent prediction; 29 structurally complex sites (‘Complex/lowconf’ - inverted segment contains CNVs or estimated inversion genotype likelihoods (Table S2; Figure S1G) are of low confidence (threshold for confident genotypes: likelihood ratio over reference state > 10^3) based on ArbiGent genotypes followed by manual curation; and 38 likely assembly errors in GRCh38 or rare minor alleles (‘Miso’) - where all human haplotypes are inverted with respect to the reference. We emphasize that such extensive manual curation of our callset is crucial to deliver accurate and confident inversion callset because many inversions lie within the most complex repeat-rich regions of the human genome.
**Inversion refinement with dot plots and global genome alignments**

We manually reviewed all loci from our initial GRCh38 inversion callset using continuous long-read- and circular consensus sequence–based haplotype-resolved genomes previously reported in (Ebert et al., 2021) and (Chaisson et al., 2019) for 35 samples overlapping with our sample set. To this end, we first extracted 10 kbp long sequence ‘anchors’ from 200 kbp upstream of each 5’ inversion breakpoint in the GRCh38 reference and used Minimap2 (Li, 2018) to identify the corresponding region in each assembled haplotype. By expanding downstream from this ‘anchor’ region, we then proceeded to extract the full sequence of each inversion locus, including the surrounding regions in each assembled haplotype. Minimap2 was then used a second time to create pairwise sequence alignments between these extracted regions and their reference counterpart in GRCh38. Alignments were finally visualized as dot plots using a modified version of dotPlotly (Poorten, 2017). Manual curation of inversion breakpoints and associated SDs, insertions, deletions, and other rearrangements was then performed using breakpoints identified in these alignments, with dot plots used for visual guidance. Using this approach, we curated 183/419 (44%) inversions, primarily smaller events below 200 kbp in size (Figure S1C; Data S1). We note that the majority of larger inversions were not accessible to this approach, consistent with breaks in the haplotype assemblies caused by long SDs.

**Phasing and correction of chromosome-length inversion haplotypes**

Chromosome-length haplotypes fully containing inversions are an important prerequisite for an accurate prediction of inversion toggling in humans. While Strand-seq is by design well suited to detect inversions and can be used for long-range (chromosome-length) haplotyping, the haplotypes constructed by StrandPhaseR (Porubsky et al., 2016, 2017) over the inverted region are not in the correct phase with the rest of the chromosome. This is because inversions change the directionality status (plus or minus) of Strand-seq reads with respect to the surrounding regions. The scope of the problem differs for homozygous and heterozygous inversions. Homozygous inversions appear as a complete switch of haplotypes in comparison to the haplotypes from uninvolved regions. This is caused by a switch in directionality of Crick (plus) and Watson (minus) reads with respect to the uninvolved regions. Such a switch in haplotypes inside a homozygous inversion can be corrected by ‘flipping’ such haplotypes. In contrast, heterozygous inversions are more difficult to correct as only one strand is inverted, and thus, either the Watson or Crick strand changes its directionality over the inverted region (Data S1). This creates a mixing of alleles in heterozygous state so the heterozygous inversions need to be phased de novo using Strand-seq cells that inherited either only Watson or Crick strands from each parent for a given chromosome. In such cells, heterozygous inversions appear as an equal mixture of Crick and Watson reads as only one strand (one haplotype) is inverted. Such cells are informative and can be used for unambiguous phasing for a given inverted region, since the Crick and Watson reads are coming from different parental homologs. Inverted haplotypes were assigned to a respective parental homolog based on the phasing of reads from Strand-seq cells that inherited either Watson or Crick strands from each parent. We implemented the functionalities for correcting the phase of inverted sequenced in the R package StrandPhaseR (v0.99), in a function called ‘correctInvertedRegionPhasing’. We supplied this function with the sample-specific inverted regions reported in this study, in order to correct each of them using the given function parameters (recall.phased = TRUE, het.genotype = ‘lenient’, pairedEndReads = TRUE, min.mapq = 10, background = 0.1, lookup.bp = 1000000, bsGenome = BSgenome.Hsapiens.UCSC.hg38, assume.biallelic = TRUE).

After inversion phase correction, chromosome-length haplotypes based on Strand-seq data were used to guide phasing of the long-read assemblies, by executing a previously described integrative phasing framework (Porubsky et al., 2017). Integrative phasing was completed using WhatsHap (version 0.18) and subsequently linkage disequilibrium was calculated using PLINK (version 1.9), with a window size of 200 kbp. For integrative phasing, we used a defined set of variant positions (available at http://ftp.1000genomes.ebi.ac.uk/vol1/ftp/data_collections/1000G_2504_high_coverage/working/20201028_3202_phased/). Finally, we re-genotyped the sample VCFs based on the long-read BAM files.

**Mendelian consistency analysis**

We tested the inversion genotypes reported for events outside of L1-internal sequences for Mendelian consistency using previously generated parent-child trio-based Strand-seq data (Chaisson et al., 2019). Cases were flagged as ‘complex’ if at least one member of a trio had evidence for a non-balanced event, such as deletions and inverted duplications: 260/399 inversions showed exclusively simple inversion genotypes in all trios, out of which 95% (247/260) were Mendelian consistent (99.5% (200/201) when considering confident inversion genotypes only (genotype-likelihood ratio over reference state > 10³). Sites showing modest SV diversity beyond balanced inversions, i.e., those labeled ‘complex’ in at least one but not all of the trios, passed Mendelian consistency in 53/56 (95%) of cases (100% (37/37) of high-confidence genotypes). The remaining inversions (n = 83), marked ‘complex’ in all three trios, were not tested for Mendelian consistency. See Table S3 for a tabular view of the results.

**PCR validation**

As a further line of validation for the callset, we subjected 10 randomly selected breakpoint-resolved inversions (length: 0.8–366 kbp) outside of L1-internal sequences to site and genotype validation via PCR. Primers were designed using a computational SV validation primer design pipeline, as previously described (Sudmant et al., 2015), which is in turn based on the Primer3 method (Koressaar and Remm, 2007) and available at https://github.com/zichner/primerDesign. Briefly, the pipeline uses an iterative approach to extract two uniquely mapping, inversely oriented primers pairs per inversion, with each pair mapping to opposite sides of one inversion.
breakpoint. Utilizing sequences generated with primerDesign, combinations of primer pairs were then systematically tested for PCR amplification in supposed inversion carriers and non-carriers to validate genotypes. We designed four primers per inversion: primer 1 (P1) and primer 3 (P3) are designed flanking the leftmost breakpoint of the inversion site and would amplify a region spanning the breakpoint in a reference (direct) orientation. Primer 2 (P2) and primer 4 (P4) are analogously designed flanking the rightmost breakpoint and would amplify a region spanning the breakpoint in a reference orientation. In an inverted locus, P2 and P3 would switch orientation and the combinations P1 + P3 or P2 + P4 would no longer yield a PCR product, as both primers would be in the same orientation. In an inverted orientation, P1 + P2 and P3 + P4 combinations would be productive and yield an amplification around the breakpoint. PCR primers were obtained from Sigma-Aldrich at 100 μM concentration in H2O. Genomic DNA was either ordered from Coriell or extracted from cultured cell lines with Qiagen’s QIAamp DNA Blood Mini Kit and set to 10 ng/μl concentration. PCR was done with ThermoFisher’s Phusion Human Specimen Kit using the 20 μl reaction volume consisting of 10 μl of 2x reaction buffer, 0.4 μl Phusion polymerase, 7.6 μl of H2O, 1 μl of 10 μM primers (final concentration 1 μM), and 1 μl of 10 ng/μl genomic DNA. Cycling conditions were: 98°C 5min, 34x cycles of 98°C 1sec, 63°C 5sec, 72°C 2min, 72°C 5min, 4°C hold. Amplified fragments were visualized in 2% agarose gels containing SybrSafe (ThermoFisher).

Inversion site verification using ONT reads
We used publicly available ONT reads from three samples—HG002, HG00733 and NA19240 (data and code availability)—in order to verify inverted regions in our integrated inversion callset outside of L1 insertion sequences (n = 399). First, we mapped ONT reads onto the reference genome (GRCh38) with minimap2 (Li, 2016) (version 2.20-r1061) using the following parameters: --secondary = no -z 400,0 -r 100,1k. All alignments were reported in the PAF format. We processed each alignment that was no further than 1 kbp from the predicted inversion breakpoints. For further analysis we kept only those ONT reads that showed a split alignment with at least one plus and one minus oriented alignment. Next, we calculated the fraction of bases contributed by inverted and direct alignments inside and outside of the inversion range. We considered an inversion to be supported by ONT reads if there were at least three split-read mappings. We also required that the fraction of inverted base pairs inside an inverted region is at least 0.5 higher than the fraction of inverted base pairs outside of the inverted region (Data S1). The ONT data validated inversions at 107 (~53%) sites, with a bias for orthogonally supporting small inversions consistent with the reduced accessibility of larger inversions to long reads (Figure 1D).

Intersection of our inversion discovery set with prior inversion studies
To seek additional support for our inversion calls outside of L1-insertion sequences, we compiled inversion callsets from six recent studies (Audano et al., 2019; Chaisson et al., 2019; Giner-Delgado et al., 2019; Puig et al., 2020; Sanders et al., 2016; Sudmant et al., 2015). Inversions by Giner-Delgado et al. and Puig et al. were merged into a single dataset (denoted ‘Caceres’ based on the shared last author). We transferred inversion coordinates from Giner-Delgado et al. from hg18 to hg38 (GRCh38) using the UCSC Genome Browser hosted liftOver tool, requiring a minimum ratio of bases that must remap of 0.5. At the merging step we removed two redundant inversions (Hslnv0241 and Hslnv0389) into a final set of 63 inversions. Next, we preprocessed the inversion callset by Sanders et al. by lifting hg19 coordinates to hg38 using the same procedure as described above. In this study inversions are divided into three groups: polymorphic inversions, male invertome, and female invertome. We successfully managed to lift inversions for the majority of inversions except for two polymorphic events—one male, and one female inversion. Two additional inversions were removed as their coordinates were lifted to alternative contigs. We merged all remaining inversions from Sanders et al. into a single callset (n = 251). Lastly, we preprocessed the inversion callset by Sudmant et al., which contains 272 sites with support by another orthogonal technology (short reads). All coordinates were lifted from hg19 to hg38 as described above. We then compared our inversion callset (n = 399; for inversions outside of L1-insertion sequence) separately to each study by reporting for each inversion site the site from the published callset with the highest reciprocal overlap using the primatR (Porubsky et al., 2020) function ‘getReciprocalOverlaps’. We assumed an inversion site is orthogonally supported if it shares 50% reciprocal overlap with an inversion site in a prior study that was reported using an orthogonal genomic technology. We assumed that an inversion site is novel if it has no or less than 10% reciprocal overlap with a reported inversion site from prior studies (Audano et al., 2019; Chaisson et al., 2019; Giner-Delgado et al., 2019; Puig et al., 2020; Sanders et al., 2016; Sudmant et al., 2015).

Identifying potential inversion carriers using PanGenie
In order to find other potential carriers of the pericentromeric inversion on chromosome 2 detected in NA19650 and the 5 Mbp inversion on chromosome 15 detected in HG02492, we considered SNP alleles present in the inversion haplotypes of these two samples as follows. We used the HGSCV freeze 4 SNP genotypes (Ebert et al., 2021) available for all 3,202 1KG samples (Byrksa-Bishop et al., 2021) (http://ftp.1000genomes.ebi.ac.uk/vol1/ftp/data_collections/HGSCV/release/v2.0/PanGenie_results/) to determine which of these SNPs are rare (allele frequency ≤ 0.01 across unrelated samples). In HG02492 we identified 103, and for NA19650 we detected 333 such rare SNPs within the respective inverted segments. We then counted these rare alleles in the genotypes of all 3,202 samples. Those samples that share a high number of rare SNPs with the respective inversion haplotype were considered potential carriers of the inversion. For the inversion on chromosome 15, we identified four samples sharing a high number of rare SNP alleles with HG002492: HG002491 (102/103 alleles in common; 99%; mother of HG02492), HG02784 (101/103; 98%), HG02725 (74/103; 70%).
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72%), and HG03639 (74/103; 72%). For the pericentromeric inversion on chromosome 2, sample NA19648 (mother of NA19650) shared 330/333 (99%) rare alleles with the respective haplotype-resolved segment in NA19650.

FISH validation
Metaphases were obtained from eight human lymphblast cell lines (NA19648, NA19650A, HG03639, HG02784, HG02725, HG02491, HG02492 and NA12878 as control). Two-color FISH experiments were performed using human fosmid (n = 2) or BAC (n = 2) clones directly labeled by nick-translation with Cy3-dUTP (PerkinElmer) and fluorescein-dUTP (Enzo) as previously described (Lichter et al., 1990), with minor modifications. Briefly, 300 ng of labeled probe was used for the FISH experiments; hybridization was performed at 37°C in 2xSSC, 50% (v/v) formamide, 10% (w/v) dextran sulfate, and 3 mg sonicated salmon sperm DNA in a volume of 10 mL. Post-hybridization washing was at 60°C in 0.1xSSC (three times, high stringency). Metaphases were simultaneously DAPI stained. Digital images were obtained using a Leica DMRXA2 epifluorescence microscope equipped with a cooled CCD camera (Princeton Instruments). DAPI, Cy3, Cy5, and fluorescein fluorescence signals, detected with specific filters, were recorded separately as grayscale images. Pseudocoloring and merging of images were performed using Adobe Photoshop software. Since the tested inversions were >2 Mbp, two-color FISH on metaphase chromosomes was performed using two probes within the inverted region and the centromere as anchor. In Figure 1F and Data S1, probe ABC8-2121940H19 (red) maps at chr2:88223569-88269173, and probe WI2-1849B17 (green) maps at chr2:110712025-110745244. Probes ABC8-41788900G7 (red) and RP11-640H21 (green) mapping at chr15:23751929-23796236 and chr15:27894428-28091240, respectively, were used for the experiments in Figure 6F and Data S1.

Identification of inversions flanked by repeats and mobile elements
Inverted repeats flanking inversions were extracted from the dot plot alignments, with a lenient 50bp cutoff to define breakpoint homology. Inversions were further considered as mobile element insertion (MEI)-flanked if >90% of each flanking repeat sequence was overlapped by exactly one mobile element annotated in RepeatMasker 4.1.2 (Tarailo-Graovac and Chen, 2009). In 39% of MEI-flanked inversions (12/31), the balanced inversion breakpoints map to full-length mobile elements (6/22 (27%) for L1 pairs, and 6/9 (67%) for Alu pairs on both flanks), whereas for the remainder (19/31) at least one inversion breakpoint maps to a truncated element. Assembled sequences of Alu/Alu flanked inversions (n = 9) were further aligned to the GRCh38 reference genome, revealing nearby sequence gains or losses in 6/9 cases (35-701 bp in size). We find that L1-flanked inversions are, on average, 8.1-fold larger (median: 5.6 kbp) than Alu-flanked inversions (685 bp; p = 0.038, two-sided t-test). In contrast, the fully assembled SD-mediated inversions (n = 101) are larger than either class of mobile element mediated event (median: 9.0 kbp).

Focussing on 28 HiFi-based haplotype assemblies, we manually investigated all identified SD-associated inversion loci for signs of additional complexity and diversity near the inversion flanks. Such additional complexities include polymorphic insertions or deletions, tandem duplications of SDs or unique sequences or combinations of those. The majority of such polymorphisms (11/15, 73%, Fisher’s test for enrichment n.s.) appear adjacent to recurrent inversions (Table S4).

Excess in common inversion polymorphisms in the genome
We noticed an excess in common (MAF>5%) inversion alleles (67%) compared to other SV classes (48%) and SNPs (47%), which likely explains the callset growth rate. A test of significance of allele frequency cutoffs was conducted by splitting the callset by allele frequency (<0.05 and ≥0.05) and comparing the counts with a two-tailed Fisher’s exact test. For this test, we corrected the SV insertion and deletion (SV INS/DEL) callset variant sizes from Ebert et al. to eliminate differing distributions from smaller SVs, and we eliminated all shared SV INS/DEL variant sizes to maintain compatibility with the inversion callset. Before correction, 52% of the SV INS/DEL calls (n: inversion (INV) = 292, INS/DEL = 105,913) had an allele frequency ≥5% with a p-value of 7.85×10⁻⁸ (SV INV vs SV INS/DEL split at 5% allele frequency, two-tailed Fisher’s exact test). When SV INS/DEL variant sizes were restricted to events 300 bp or greater (to better match the callsets by size) as the minimum inversion size (n: INV = 292, INS/DEL = 38,734), we observed 48% with allele frequency ≥5% (p = 2.63×10⁻¹¹), which becomes 29% (p = 1.83×10⁻⁶) for SV INS/DEL ≥10 kbp (n: INV = 203, INS/DEL = 906). This
strongly supports the observation that uncommon inversion alleles (<5% AF) are significantly depleted when compared to SV insertions and deletions of similar size and that the results remain significant whether or not they are corrected for similar SV size.

**Toggling indicating SNP-based analysis of inversion recurrence**

We developed a statistical tiSNP-based approach that detects, using the haplotype-resolved Strand-seq data, evidence of inversion recurrence by individually considering the occurrence of biallelic SNPs within an inverted locus (Figure 3B). The decision of whether a SNP suggests inversion recurrence is made based on how often each of its alleles occur in an inverted/non-inverted haplotype across all samples. On the basis of aggregated evidence across all SNPs, the inversion is then termed as ‘recurrent’ or ‘single-event’. We based this analysis on the set of 279 balanced inversions from the autosomes and chromosome X. The analysis steps are as follows.

For each biallelic SNP within an inversion, the number of Strand-seq reads in Watson (W) and Crick (C) orientation were recorded. The reads were further filtered for quality by removing secondary alignments, duplicates, and reads with mapping quality lesser than ‘10’. The read counts were maintained individually for each single cell per sample. For this analysis, we only consider biallelic SNPs with allele frequency ≥5% because with rarer SNPs the method does not have sufficient power to detect evidence of recurrence. This SNP filtering led to the removal of 27 inversions, leaving us with 252 that could be further tested.

Using the background/normal cell state, these strand notations were translated to ‘forward/non-inverted’ and ‘reverse/inverted’ notation. For example, if the background cell state is ‘CC’, all the Watson reads mapping to the SNP would be termed as ‘inverted’ while all the Crick reads would be termed as ‘non-inverted’. For ease of comparison to the normal cell state, only ‘WW’ and ‘CC’ cells from each sample were considered for further analysis.

At this point, we had a record for each ‘within inversion’ SNP per single cell, indicating how often we observed each SNP allele in the ‘inverted’ and ‘non-inverted’ state. These occurrence counts were then aggregated first across all single cells and then across all samples, resulting in a table that stored for each SNP the occurrence of each possible SNP-inversion haplotype configuration.

The next step was to identify tiSNPs. Theoretically, observing each SNP allele in both ‘inverted’ and ‘non-inverted’ haplotype at least once indicates that the inversion recurred, but to account for the ‘background’ reads in the wrong orientation (~5% in Strand-seq data), a SNP was termed as a ‘toggling-indicating SNP’ or tiSNP, only if each of the four possible SNP-inversion configurations was seen at least thrice, i.e., each of its alleles had at least ‘3’ ‘inverted’ and ‘non-inverted’ reads mapped to them. For a quantitative assessment, for each inversion, a record of the fraction of tiSNPs compared to the total number of considered SNPs was maintained.

For 49/252 inversions, we observed at least one tiSNP. To make sure our approach is detecting true evidence of recurrence, the analysis was applied to a control set consisting of random, non-inverted regions of the human genome with the same size distribution as the inversion callset. Only 0.02% of the randomized intervals showed evidence of recurrence with the fraction of tiSNPs being extremely low (<5% because with rarer SNPs the method does not have sufficient power to detect evidence of recurrence).

Using this approach, there appears to be an extremely low possibility of seeing a recurrence signal randomly, which supports the claim that it enables inferring ‘true’ signals of inversion recurrence. For visualization purposes (see Figures 3C–3E) we distinguish ancestral and derived SNP alleles determined using a chimpanzee genome (PanTro6).

**Quality control of recurrent inversions detected by the tiSNP-based method**

In order to provide further evidence for the reliability of the tiSNP method, we aimed to confirm that the detected inversions are consistent with mechanistic models of mutational recurrence. Mechanistically, inversion recurrence is likely to be mediated by homologous inverted sequences flanking both inversion breakpoints (i.e., NAHR) and we hence focused our attention on the flanking sequences of each genomic locus in question. In this scenario, we assumed that the longer the flanking inverted repeat, the higher the chance that an inversion is found to be recurrent. To test whether our analysis is consistent with this model, inversions labeled as ‘recurrent’ were compared to the ones showing no tiSNPs, in terms of length of the longest flanking inverted repeat sequence. Only the repeats with one end lying within 20 kbp (~10 kbp to +10 kbp around each annotated breakpoint) and extending up to 70 kbp flanking region were considered. The inversions showing evidence of recurrence turned out to be clearly enriched for longer flanking inverted repeats with fraction of tiSNPs increasing with increasing length, while the ones where we did not observe any recurrence signal showed enrichment for shorter flanking inverted repeats (Data S1).

Another quality check was to make sure that the analysis is not driven by inversion length, because a recurrence signal (i.e., tiSNPs) is more likely to be observed in longer inversions with more SNPs as compared to small inversions with fewer SNPs. Additionally, the length of flanking inverted repeats is directly associated with inversion length (Figure S1D). Therefore, to confirm that the observed relationship between length of flanking inverted repeat and the fraction of tiSNPs does not involve inversion length as a confounder, a multiple linear regression model was used. The model expressed the fraction of tiSNPs as a function of inversion length, length of the longest flanking inverted repeat, and MAF (we considered MAF, since low MAF is likely to decrease the statistical power of detecting recurrence). The regression results clearly suggested that the recurrence signal detected by the analysis is primarily influenced by the length of flanking inverted repeats and MAF (p= 7.5 × 10⁻⁴ and p= 2.65 × 10⁻⁶, respectively), with inversion length having no significant influence (p= 0.835). The results of the tiSNP-based method are therefore consistent with the model that NAHR drives the recurrence of inversions at loci comprising long inverted SDs at their flanks.
Haplotype-based coalescent approach for detecting inversion recurrence

As a second approach, we developed a haplotype-based coalescent approach that considers four lines of empirical evidence for inversion recurrence, using phylogenetics and population genetics methods: 1) haplotype-based principal component analysis (PCA), 2) haplotype identity by state, 3) window-based phylogenetic tree reconstruction, followed by bootstrap analysis, and 4) reconstruction of ancestral recombination graphs using Relate (Speidel et al., 2019). Input VCFs were created using the procedure described in STAR Methods section ‘Phasing and correction of chromosome-length inversion haplotypes.’ Individuals who we failed to unambiguously assign an inverted haplotype were removed from any analysis. In addition, as a QC filter we excluded SNVs mapping to SDs (sequence identity >98%) and heterochromatic satellites including centromeres and telomeres. To ensure the quality of our analysis, we focused on 127 inversions from chromosome X and the autosomes showing sufficient unique sequence and at least 10 SNVs within an inversion to construct haplotypes. We describe each method separately and provide a detailed description of the procedures as follows:

PCA

We performed a haplotype-based PCA following the description of Browning et al. (Browning et al., 2016). Briefly, each haplotype base was encoded numerically, where 0 and 1 (and 2 if needed) represent ancestral (using the chimpanzee assembly as the outgroup (Kronenberg et al., 2018)) and derived alleles, respectively. We used the R package irlba (v2.3.3) to calculate and visualize principal components and keep track of direct and inverted alleles.

Haplotype identity by state

Identity by state is defined as the proportion of matches between a certain pair of haplotypes. Pairwise differences between haplotypes were visualized and grouped based on inverted versus direct orientations.

Ancestral recombination graph reconstruction

We used the software Relate (Speidel et al., 2019) to reconstruct the local genealogy of an inversion locus. The method infers underlying coalescent events consistent with the observed data under the infinite-sites model, taking into account recombination, and thus, recapitulates the multi-locus genealogy of the genomic region. We used a mutation rate of 1.25 × 10^{-6} per base per generation and set the haploid effective population sizes as 10,000 (Gutenkunst et al., 2009) and 6,900 (Veeramah et al., 2014) for autosomal and X chromosome loci, respectively. We projected the inversion genotype onto the resulting trees and inferred the number of inversion events using Fitch’s algorithm for homoplasy (Fitch, 1971). The rate of inversion at each inversion locus is defined as the estimated number of inversion events divided by the total tree length in generations. Note that for a given tree, a monophyletic inversion group indicates a single origin of these inverted haplotypes, while a polyphyletic group of inverted haplotypes suggests that these inverted haplotypes are derived from more than one common ancestor and, thus, recurrent. To evaluate the consistency of topology across inferred trees, we used generalized Robinson-Foulds distances implemented in the R package TreeDist (v2.1.1).

Phylogenetic tree reconstruction

For phylogenetic tree reconstruction, we applied the maximum likelihood-based software IQ-TREE (v2.1.3) using the following options: ‘-keep-ident -redo -bb 1000 -m MFPMERGE –date date.file –date-options “-u 0” –clock-sd 0.4 –date-tip 0’. We assumed six million years of divergence between human and chimpanzee (specified in the date.file). Firstly, for each inversion locus, we inferred phylogenetic trees for the entire locus and for 100 block-bootstrap samples and estimated the number of inversion events for individual trees to assess confidence. Secondly, we sliced the region into 2,000 and 20,000 bp windows for loci smaller and greater than 20,000 bp, respectively, and inferred a local phylogenetic tree for each window. We again used the Robinson-Foulds distances to evaluate the consistency of tree topology among inferred trees across the locus and computed the number of independent inversion events for each local tree. For each tree, the number of events was divided by the total tree length to obtain inversion rates.

Measuring uncertainty

Finally, for each inversion under consideration, we computed three intervals to measure the uncertainty of the inferred inversion rates using 1) a 95% central interval, computed based on the 2.5 and 97.5 percentiles of the estimates from all marginal trees inferred by Relate at a locus; 2) a similar 95% central interval computed from the local trees built using the window-based phylogenetic tree reconstruction; and 3) a 95% confidence interval constructed using the 100 block-bootstrap trees for the entire inversion locus. We determined that an inversion is recurrent if all three intervals indicate at least two independent origins of the inversion. Unless mentioned otherwise, for each inversion tested, we reported the 95% central interval computed based on the inference of Relate throughout the paper as this interval tends to be wider and therefore more conservative.

Analysis of the genetic architecture of recurrent inversion loci

Out of the subset of 127 balanced inversion sites mapping to autosomes and the X chromosome that passed QC filters, there were 93 inversions where both approaches for identifying inversion toggling agreed. Of those, 32 were labeled as recurrent and 61 as consensus single-event inversions. The remaining 34 out of 127 inversions were only called as recurrent by one of the two approaches, likely due to differences in sensitivity and specificity in detecting recurrence between the two approaches (Figure 3B). Among the recurrent sites, we observed a significant excess of toggling inversions on the X chromosome compared to the autosomes (odds ratio: 27.2, 95% C.I.: [2.55, 142.4]; p = 1.2 × 10^{-4}, chi-squared test; Figure 4B), suggesting X-biased recurrence of inversions; however, among the consensus set of 32 recurrent inversions, we detected no significant difference in inversion rates between the X chromosome and the autosomes (p = 0.43; Mann-Whitney U test).
Next, we used the consensus set of recurrent inversions to revisit the relationship of the recurrence status to the architecture of flanking sequences (see also quality control of recurrent inversions detected by the tiSNP-based method): 70% (23/32) of recurrent inversions exhibit ≥10 kbp of flanking inverted repeat sequences with high (≥79%) sequence identity (Table 1). Flanking inverted repeat length and repeat sequence identity are themselves strongly correlated (Pearson’s correlation: 0.63, p = 1 × 10⁻¹¹). However, a multivariate logistic regression analysis performed using the full consensus set (93 inversions, 32 recurrent and 61 single events) confirms that the major driver for inversion recurrence status is flanking inverted repeat length (p = 0.0072), while neither repeat sequence identity nor inversion length have any significant influence (p = 0.31 and p = 0.86, respectively).

Furthermore, inversion recurrence within human population history may either (i) affect the same segment along the same lineage multiple times leading to a segment toggling back and forth in orientation (“serial” toggling), or (ii) affect the same segment in different parts of the tree – whereby all detected events invert segments into the same (non-reference) orientation, which may imply irreversibility (non-serial toggling). Based on our analysis of the trees inferred through our study, we find that 23 out of the 32 recurrent inversions we describe on the autosomes and chromosome X show evidence for serial toggling, while the remaining 9 loci exclusively harbor non-serial toggling events (Table S5). As an example, the recurrent chromosome 8p23 and 11p11 inversions, highlighted in the main text (Figures 3D and 3E), show evidence for serial toggling events in part of the trees (Data S1). By comparison, inversions at chromosomes 2q11 and 7p22 represent examples for non-serial toggling events (Data S1). However, we caution that our sampling of diversity is still incomplete; as we begin to sample more haplotypes, it is likely that more inversions will show evidence of serial toggling.

**Chromosome Y inversion genotyping**

ArbiGent, at present, is not well tailored to genotype haploid chromosomes such as chromosome Y in males. Because of this caveat we decided to re-genotype reported chromosome Y inversions (n = 15) using Strand-seq data only based on the binomial distribution of Crick (plus) and Watson (minus) reads. For this purpose we used the R function ‘genotypeRegions’ implemented in R package primatR (Porubsky et al., 2020a). We required a minimum of five Strand-seq reads (min.reads = 5), in order to report a genotype and allowed for 10% of background reads (alpha = 0.1). Genotypes for chromosome Y inversions are reported in a supplementary table (Table S3).

**Construction and dating of Y phylogeny and Y inversion rate estimation**

We called the genotypes of 17 samples (16 males included in the current study plus NA19384 used to root the Y phylogenetic tree) jointly from the 1KG high-coverage WGS data (n = 3,202 samples) using Strand-seq data only based on the ~10.3 Mbp of chromosome Y sequence previously defined as accessible to short-read sequencing (Poznik et al., 2013). BCFtools (v1.9) was used with minimum base quality and mapping quality 20, defining ploidy as 1, followed by filtering out SNVs within 5 bp of an indel call (SnpGap) and removal of indels. Additionally, we filtered for a minimum read depth of 3. If multiple alleles were supported by reads, then the fraction of reads supporting the called allele should be ≥ 0.85; otherwise, the genotype was converted to missing data. Sites with ≥6% of missing calls across samples were removed using VCFtools (v.0.1.16). After filtering, a total of 10,407,641 sites remained, including 5,494 variant sites.

The Y haplogroups of each sample were predicted from the all-site vcf file with yHaplo software (https://github.com/23andMe/yhaplo) using a version where the Y marker coordinates in the relevant input files had been replaced to correspond to the GRCh38 assembly (Bergström et al., 2020). The identified terminal marker SNV for each sample was used to update the haplogroup name to correspond to the International Society of Genetic Genealogy nomenclature (ISOGG, https://isogg.org, v15.73) (Table S3). We used the coalescence-based method implemented in BEAST (v1.10.4; Drummond and Rambaut, 2007) to estimate the ages of internal nodes in the Y phylogeny. A starting maximum likelihood phylogenetic tree for BEAST was constructed with RAxML (v8.2.10; Stamatakis, 2014) with the GTR+GAMMA substitution model using all sites. Markov chain Monte Carlo samples were based on 100 million iterations, logging every 1000 iterations. The first 10% of iterations were discarded as burn-in. A constant-sized coalescent tree prior, the HKY substitution model, accounting for site heterogeneity (gamma) and a strict clock with a substitution rate of 0.76 × 10⁻⁹ (95% confidence interval: 0.67 × 10⁻⁹–0.86 × 10⁻⁹) single-nucleotide mutations per bp per year was used (Fu et al., 2014). A prior with a normal distribution based on the 95% confidence interval of the substitution rate was applied. A summary tree was produced using TreeAnnotator (v1.10.4) and visualized using the FigTree software.

In order to estimate the inversion rate, we counted the minimum number of inversion events that would explain the observed genotype patterns in the Y phylogeny. A total of 4,419 SNVs called in the set of 16 analyzed males and Y chromosomal substitution rate from above was used. A total of 126.4 years per SNV mutation was then calculated (0.76 × 10⁻⁹ × 10,407,641 bp)⁻¹, which was converted into generations assuming a 30-year generation time (Fenner, 2005). Each SNV thus corresponds to 4.21 generations, translating into a total branch length of 18,623 generations for the 16 samples. For a single inversion event in the phylogeny this yields a rate of 5.37 × 10⁻⁵ (95% CI: 4.73 × 10⁻⁵ to 6.08 × 10⁻⁵) mutations per father-to-son Y transmission. The confidence interval of the inversion rate was obtained using the confidence interval of the SNV rate. For the inversion recurrence analysis we focused on a subset of 11 balanced inversions—excluding two inversions seen on all 16 Y chromosomes, which represent minor alleles in GRCh38 or misorientations, and excluding two events with low genotype quality exhibiting too few mapped reads (Table S5).

In support of our measurements, we estimated a genotype concordance of 100% for four chromosome Y inversions identified and genotyped by both Strand-seq and Bionano (Table S3). For example, the ~3.3 Mbp IR3/IR3 inversion was previously reported to toggle at least 12 times in recent human history, with an estimated rate of ≥2.3 × 10⁻⁴ per father-to-son Y transmission (Repping et al., 2020).
et al., 2006). We identified this inversion in an African (NA19239) and a Southeast Asian (HG03732) individual carrying Y lineages E1a2a1a-CTS1792 and R2-L266, respectively, closely related to those previously reported to be inverted (Figure 4A; Data S1). Our estimated inversion rate based on two events across 16 male samples is 1.07 × 10^-4 (95% C.I.: 0.95 × 10^-5–1.22 × 10^-4) per generation, which is close to the published estimate. Our analyses show particularly extensive inversion toggling among large inverted SDs with >99.9% sequence identity (also referred to as Y palindromes in the literature), elements previously thought to be prone to inversion formation (Lange et al., 2009; Repping et al., 2002). The extent and rates of inversion recurrence within these structures were previously incompletely understood. We find inversions for six of the eight Y palindromes, out of which five show mutational toggling, with two (P4; ∼190 kbp long SDs) up to five (P3, P5 and P6 – 110 kbp to 495 kbp long SDs) identified inversion recurrences (Figure 4A). Previously, a per-generation rate of 1.36–1.72 × 10^-4 was estimated for P6, but due to the technical limitations, only inversions with breakpoints in the outer ∼16% of palindrome arms could be identified and therefore this rate has been considered an underestimate (Hallast et al., 2013). An inversion of palindrome P3, containing some of the copy number variable RBMY1 genes, was previously reported as a single inversion event based on fiber FISH experiments in a panel of 14 male samples (Shi et al., 2019a). In contrast, we identify a ∼180 kbp long recurrent inversion at P3 (∼284 kbp long flanking arms) with five separate inversion events. We estimate an inversion rate at P3 of 2.68 × 10^-4 (95% C.I.: 2.37 × 10^-4 to 3.04 × 10^-4) per father-to-son Y transmission. We further observe an inverted duplication in an African male (NA19239), affecting a ∼118 kbp segment overlapping with this region (Data S1), consistent with extensive structural variability of this genomic region (Shi et al., 2019a).

Detection of nested inversions and events with imprecise breakpoint reuse
We also identified imprecise breakpoint reuse in further support of inversion recurrence. SDs that drive NAHR occur in large blocks with multiple substrates for unequal crossover (Antonacci et al., 2014), which facilitates recurrent inversion formation with disparate breakpoints, leading to a shift in inversion coordinates on different haplotypes; such loci, therefore, are not necessarily classified as recurrent by our tiSNP- and haplotype-based coalescent approaches. We first determined inversions that are completely embedded within another inverted range in our calls (n = 33). Additionally, we compared genotypes of all possible pairs of inversions and kept those that consistently share the same genotype across all samples (n = 17). We compiled these two sets of inversions into a nonredundant candidate list of inversions with potentially shifted breakpoints (n = 19). We removed any sites that involve putative misorientations. We manually inspected binned read counts of Strand-seq data over each candidate region and selected three of the most confident regions where an inversion breakpoint shift is plausible. These three regions (2q21, 12q24 and 16p12) show distinct, albeit largely overlapping, inversions (Data S1), suggesting that a given region was subject to recurrent change in orientation. All three regions are flanked by large SDs supporting that the underlying SD architecture was disparately used to create distinct inversions with shifted breakpoints (Data S1).

We additionally identify two nearby inversions on the X chromosome with highly correlated genotypes, with an additional inversion residing in between (Data S1). Manual inspection revealed that these events comprise a small (41 kbp) inversion fully nested within a larger (165 kbp) inversion (Data S1). The nested segment was identified as toggling using our tiSNP- and haplotype-based approaches (Table 1) and, additionally, was subject to inversion during primate genome evolution (Data S1). These data suggest that inversion recurrence is occasionally associated with disparate, partially overlapping DNA rearrangements in regions of high SD density.

Finally, we clustered the balanced inversion breakpoints by genomic location and, doing so, identified 30 inversion hotspots (Table S2), six of which map adjacently to centromeric satellite regions (<1 Mbp). Chromosomes 1, 2, 7, 10, 16, 20, X and Y appear particularly enriched, showing 10 or more inversion breakpoints in a single hotspot (Figure S1B), consistent with extensive clustering of inversions at genomic sites rich in SDs.

Inversions affecting the orientation of SD pairs
We devised a computational approach that systematically scans all identified inversions for their potential to change the relative orientation of pairs of SDs in the genome, by inverting one SD out of a pair. Starting from an annotated set of 69,906 annotated SDs of >90% sequence identity obtained through the UCSC Table Browser (Karolchik et al., 2004), we selected SDs longer than 10 kbp and with homologous partners on the same chromosome (Mefford and Eichler, 2009), resulting in 7,672 SDs, representing 3,795 one-to-one pairs. We then identified SD pairs in which one but not both partners are embedded within the same inversion, yielding 2,265 SDs (1,094 SD pairs). Filtering on the level of inversions next, we identified 79 inversions flipping the orientation of at least one SD pair, with a median of eight pairs reoriented. Out of these, we identified 29 inversions that predominantly (>90% of flipped SD pairs weighted by length) affect SD pairs in direct or in inverse orientation. We classify these inversions as ‘potentially protective’ (n = 9) and ‘potential pre-mutational state’ (n = 20), respectively. Morbid CNVs from the decipher database (Bragin et al., 2014) were additionally intersected with this set of 29 inversions, identifying 6 inversions overlapping with 8 distinct morbid CNVs (Table S6).

eQTL analysis
Utilizing deep transcriptomic data available for 33/44 of the samples (data and code availability), the set of 399 inversions outside of L1-internal sequences was tested for association with expression in nearby genes together with a set of 41,833 deletions, 66,825 insertions, and 16.4 million SNPs as previously reported in Ebert et al. (2021). Before RNA-seq read mapping, adapters and
low-quality reads and bases were removed using Trim Galore (Kreuger, 2012). The remaining reads were mapped to GRCh38 using STAR aligner in 2-pass mode (Dobin et al., 2013). Leveraging sample-specific SNP calls based on GRCh38 as reported previously in Ebert et al. (2021), alignment to this genome reference was performed with WASP filtering (van de Geijn et al., 2015) to mitigate allelic mapping bias. To prepare the data for haplotype-unaware eQTL analysis, reads were quantified with respect to GENCODE v35 genome annotation (Frankish et al., 2019) using featureCounts (Liao et al., 2014). Read counts were normalized using the weighted trimmed mean of M-values (TMM) normalization implemented in edgeR (Robinson et al., 2010) and transformed to the transcripts-per-million (TPM) metric.

We next identified expressed genes (TPM > 0.5 in at least 5 samples) located in a window of 2 Mbp centered on each inversion breakpoint. This resulted in 4,469 genes to be tested for association with all variants overlapping a 2 Mbp window centered around the gene. All variants with MAF ≥ 1% were considered, resulting in a total of 13.4 million gene-variant pairs to test. eQTL tests were performed using a pipeline based on nonlinear mixed models, implemented in LIMIX (Lippert et al., 2014). PLINK (v.1.90) was used to estimate genetic ‘kinship’-matrices between samples based on SNP and indel variants, which served as a basis for population principal components used as latent factors in the model. As additional cofactors, we used the principal components of the gene expression matrix to account for remaining systematic expression biases. We found n = 4 covariates for bias correction (Expression-PC1, Population-PC1&2, Sex) to maximize the number of discovered eQTLs, with larger numbers of covariates showing signs of overfitting due to the relatively low sample size. The results of the eQTL mappings were initially corrected for multiple testing both on the level of tested variants per gene and the level of number of genes tested, as described in Ebert et al. (2021). Variant-level correction was performed via genotype permutations as implemented in LIMIX, while the number of genes was corrected for using a Storey Q-value-based procedure. Using this rigorous global correction, we find 166 globally significant eQTLs (1 INV, 1 DEL, 164 SNVs). In parallel to this all-variant approach, we also analyze inversion eQTLs separately, allowing us to reduce the number of tests to correct for by a factor of ~6,600 and recover significant inversion eQTLs that would otherwise be overshadowed by the large number of variants tested. We used Benjamini-Hochberg correction on the level of inversion-gene tests, yielding 11 globally significant (FDR < 0.2) inversion eQTLs (11/2,007 tested sites), compared to 0.09% (56/59,464) of deletion-gene pairs and 0.04% (33/85,122) of insertion-gene pairs (using SV INS/DEL calls as previously reported in Ebert et al., 2021). Lead eQTLs in all cases were determined by comparing raw p-values of all variants of a given gene.

Analysis of the inversion eQTLs showed that six inversion eQTLs are associated with the common 17q21.31 inversion, previously reported as an inversion eQTL using targeted genotyping (Giner-Delgado et al., 2019), and this includes two eQTLs where the inversion is the lead variant (MAPK8IP1P2, AC126544.2) surpassing other genetic variants in significance. We further find significant associations of inversions with the expression of AT13A2, OR4C6, MAGEH1, and RP11-460N20.4.2 (Data S1), again consistent with the aforementioned study. The sample set per population used in this study is relatively small for eQTL mapping yet shows the possibility of associating balanced inversion polymorphisms with gene expression phenotypes to study their functional consequences.

Enrichment analysis of inversions intersecting morbid CNV regions
We tested whether various subclasses of inversions outside of L1-internal sequences (n = 399), namely balanced inversions (n = 292), consensus single-inversion events (n = 61), and consensus recurrent inversion events (n = 32) are enriched in the vicinity of known morbid CNVs (redundant set, n = 155) (Bravin et al., 2014; Coe et al., 2014; Cooper et al., 2011). We used the R package regioneR (Gel et al., 2016) with its function ‘permTEST’ to perform permutation testing (n = 10,000 permutations). At each permutation, we randomized the position of each inversion in every tested subgroup using regioneR’s function ‘circularRandomizeRegions’. This way the relative distance of each inversion is kept, as inversion occurrence on each chromosome is not completely random and highly depends on the underlying SD architecture. At each permutation, we counted the number of inversions overlapping with the redundant set of morbid CNVs, allowing for a 50 kbp gap between each set of coordinates (to account for the fact that recurrent inversion as well as sites of recurrent microdeletions and microduplications are often flanked by an extensive, hard-to-penetrate SD architecture).

Bionano Genomics analysis of 1p36 complex region
We analyzed the 1p36.13 region by visual inspection of labeling patterns from optical maps. Segment copies were additionally analyzed in the phased assemblies using BLASTN (version 2.9.0+). Bionano Genomics optical maps were manually evaluated to determine the haplotype in each sample. Single molecules were evaluated using Bionano Access (v1.5.2) to determine whether molecules containing SVs (inversions and CNVs) (n ≥ 3) were anchored to proximal and distal unique regions. Samples with PGAS (v13) hifiasm-phased assemblies (Cheng et al., 2021; Ebler et al., 2022) (n = 11) were used as orthogonal support to confirm the haplotypes identified by optical mapping data (see concordance between Bionano optical maps and phased assemblies in 1p36.13). To highlight the complexity of the 1p36.13 region, we also visualized differences between the GRCh38 and T2T-CHM13 reference genomes (Nurk et al., 2022) at this locus in a Miropeats-style plot (Figure 6A), using minimap2 alignments.

Concordance between Bionano optical maps and phased assemblies in 1p36.13
Bionano Genomics optical maps of 35 samples were manually evaluated to determine the haplotype in each sample (n = 35). Contigs aligning to 1p36.13 (16.5-17 Mbp GRCh38, 16-17 Mbp T2T-CHM13) of each sample were used to characterize the structure of the
1p36.13 region. The orientation and copy number of each 1p36.13 segment, which were represented as colored arrows, were determined by using the structure in the T2T-CHM13 genome assembly as a reference. Next, single-molecule data of each contig were evaluated using Bionano Access (v1.5.2). Molecules with a confidence score of less than 30 were not included in the manual evaluation. Molecules were visually evaluated using Bionano Access v1.5.2 to check if the structure of the 1p36.13 region observed on the contig was the same as the haplotype observed in the single molecules. Molecules were also evaluated to check if they were anchored to the proximal or distal unique region of 1p36.13. Haplotypes were considered as true positives if at least three molecules fit the criteria described above. If the molecules were inconclusive to identify the haplotype of the 1p36.13 region, local molecules anchoring to the region of interest were extracted, and then local de novo assembly was performed with pipelineCL.py, which is part of the scripts package provided by Bionano Solve v3.5.1.

We assessed the concordance between the Bionano-guided manual annotation of copy number polymorphic segments and phased assemblies of genomic sequences in 11 samples (22 haplotypes) (HG00512, HG00513, HG00514, HG00731, HG00732, HG00733, NA19328, NA19239, NA19240, NA12878, HG002) for the 1p36.13 locus relative to the T2T-CHM13 v1.1 reference genome (with the reasoning that the GRCh38 1p36.13 structural haplotype could not be found amongst the samples in our diversity panel). Starting from the annotation of copy number polymorphic segments (n = 432) for 11 samples created on the basis of Bionano optical maps, we computed a concordance estimate between this annotation and the corresponding set of phased assemblies in a similar way as described previously (Ebert et al., 2021). For each phased assembly, we cut out those parts of the contig sequences that were identified as a putative segment in the Bionano optical maps. Each segment was then aligned to the T2T-CHM13 1p36.13 locus with minmap2 v2.22 (preset ‘map-hifi’) and scored as follows: an alignment between assembly segment and reference in the annotated orientation and matching in segment color was counted as fully concordant; alignments matching only in color were counted as “orientation errors” (41.4% of segments) but otherwise concordant; in the case of a split alignment of the segment (9.3% of segments), the alignment with the lowest sequence divergence as reported by minimap2 was scored as described above. This strategy led to a concordance estimate of 89.6% (48.1% fully concordant segments) between phased assemblies and the 1p36.13 haplotypes identified in the Bionano optical maps.

Hardy-Weinberg equilibrium test and multi-allelic sites

With the inclusion of complex genotypes, several inversion sites in our inversion callset were predicted to be ‘multi-allelic’ – that is, they appeared to involve more than two different allelic conformations across samples, for example, an inverted duplication in one sample and balanced inversion in another. Before testing the genotypes for Hardy-Weinberg equilibrium, the multi-allelic sites were converted into ‘pseudo bi-allelic’ ones. To achieve this, firstly, for each variant, a list of unique alleles and their occurrence count across all samples was generated. Next, all the sample genotypes were transformed by encoding the major allele (the one with highest allel frequency) as ‘1’ and others as ‘0’. The heterozygosity for each variant site was thus determined in terms of the major allele, i.e., all genotypes carrying the major allele and exactly one (any) other allele were termed as heterozygous (0/1). VCFtools (~hardy) was then used to perform Hardy-Weinberg equilibrium test on all inversion sites where no sample genotypes were missing. Furthermore, for multiple testing correction of the resulting p-value for each inversion, Benjamini-Hochberg correction was applied. For the GRCh38 callset (Data S1), 60/399 inversions belonging to sex chromosomes and 64/339 inversions belonging to autosomal chromosomes had at least one missing sample genotype. Therefore, 275/399 inversions were tested for Hardy-Weinberg equilibrium, 224 (81.45%) of which passed (Table S3).

Genotyping Strand-seq libraries from cell pools

To provide additional support for our inversion callset, we designed a pooled Strand-seq experiment, where we analyzed 1KG samples pooled together by mixing cell lines. We pooled together multiple different 1KG lymphoblastoid cell line samples (n = 40 per pool, for a total of n = 120 samples from three pools) of diverse population origin, followed by subjecting these pooled samples to Strand-seq (STAR Methods; Figure S5A). We initiated data processing by aligning of single cell fastq files to the reference genome (GRCh38) to generate cell-specific BAM files as described above. In order to detect SNVs, we first merge BAM files in each pool using the SAMtools (version 1.3.1) function ‘merge’. Such merged BAM files are then processed by the RTG tool (version 3.11) to detect SNV positions using following parameters: snp --min-mapq 10 --min-base-quality 10 --snps-only --no-calibration --machine-errors illumina --max-coverage 30. Next, in each single cell we define haplotype-informative regions (so called Watson-Crick regions) as those where variants from each parental homologue can be defined (Porubský et al., 2016). Such regions can be extracted using the breakpointR function ‘exportRegions’ with the
following parameters: collapseInversions = TRUE, collapseRegionSize = 5000000, minRegionSize = 5000000, state = 'wc'. These regions then serve as an input for StrandPhaseR function ‘genotypeStrandScells’ along with VCF produced by the RTG tool and a set of phased SNVs from 1KG samples. We downloaded a set of phased SNVs for all 1KG samples from http://ftp.1000genomes.ebi.ac.uk/vol1/ftp/data_collections/1000G_2504_high_coverage/working/20201028_3202_phased/. The last required input is the path to the folder where aligned BAM files for each pool are stored. We used the StrandPhaseR function ‘genotypeStrandScells’ with the following parameters: min.snv.cov = 2, max.snv.cov = 30, max.snv.per.chr = 10000, blacklist = <Genomic Ranges object containing coordinates of segmental duplication in GRCh38>. In this function we loaded a set of variable positions detected in each pool using the RTG tool and filtered them based on minimum and maximum allowed SNV coverage. In order to speed up the analysis, we allow a maximum of 10000 SNVs per chromosome. We used these SNV positions to extract maternally and paternally inherited alleles in previously defined Watson-Crick regions in each pool. These alleles are extracted from aligned reads stored in cell-specific BAM files. Next, we compared the agreement of alleles in each single-cell Strand-seq library against phased alleles in the 1KG panel per chromosome. Then for each single cell we calculated the fraction of alleles that agree with maternal and paternal haplotype against all 1KG samples. On this basis, for each single cell, we defined the original sample as the 1KG sample with the highest proportion of alleles matching the alleles defined in the given single cell library (Figures S5B–S5F).

Subsequently, to infer inversion genotypes, we used our Bayesian probability framework, ArbiGent (STAR Methods). Prior to genotyping in the additional pools, we performed a benchmarking experiment to determine ArbiGent’s performance given a small number of single cells per sample. We randomly downsampled single cells (to 1, 2, 3, and 12 single cells) belonging to sample ‘HG00733’ from our diversity panel. For this experiment, we focused on 249 autosomal inversions predicted to be ‘simple’ (balanced) in sample ‘HG00733’ from our callset. For large inversions (containing >50 kbp of uniquely mappable inverted sequence), we observed genotypes from downsampled single cells to be highly consistent with those detected in high-coverage Strand-seq libraries (Figure S5G). Encouraged by this observation, we performed ArbiGent genotyping in all 1KG samples included in the pools. We obtained additional support for 74 inversions containing >50 kbp of uniquely mappable inverted sequence from our callset. Estimated inversion allele frequencies based on the pools matched well with those from the original diversity panel (Figure 5H). The full set of inversion genotypes generated in the pooled samples is available in Table S7.

Inversion breakpoint analysis in high-identity flanking SDs
We selected two inversions on chromosome 2 to test inversion breakpoint detection within highly identical flanking SDs. One example represents an inversion (ID: chr2-95496991-INV-82806) flanked by short and simple SDs (~82 kbp). The other example is represented by an inversion (ID: chr2-110095179-INV-181032) flanked by large and complex SDs (~315 kbp). For each inverted region we selected one direct and one inverted haplotype using open access phased assemblies from the Human Pangenome Reference Consortium (HPRC) (data and software availability). We defined flanking SDs in each selected region based as highly identical self-alignments. Next, we extracted the sequence for proximal and distal SDs separately for the direct and the inverted haplotype (Figure S2E). In order to be able to create a multiple sequence alignment (MSA), we created a reverse complement of distal SDs both for the direct and the inverted haplotype. MSAs were created using the R package DECIPHER (version 2.22.0). In each MSA, we selected positions where at least two SDs share the same paralogous sequence variant (PSV). We labeled each PSV according to whether it corresponded to the proximal or distal SD. Lastly, we manually defined the change points between PSVs specific for proximal and distal SDs (Figures S2F and S2G).

Generation of short-read-based copy number profiles
Copy number estimates around the inverted region on chromosome 2 (2q13) and chromosome 16 (16p13.11). Reads were extracted from alignment files generated by the NYGC as part of the 1KG high-coverage sequencing effort (Byrksa-Bishop et al., 2021), parsed into 36 bp segments, and mapped with mrsFAST (Hach et al., 2010) allowing an edit distance of 2 to a hardmasked GRCh38 reference genome. Read-depth-based copy number estimates were generated using the FastCN (Pendleton et al., 2018) software package, which uses known copy number stable regions to correct for Illumina sequencing GC bias and convert read depth to diploid copy number over 1,000 base-pair windows.

QUANTIFICATION AND STATISTICAL ANALYSIS

Statistical analysis related to inversions within L1 insertions
Mann-Whitney U test was performed to compare the length of inversions within L1 insertions to a background distribution derived from the random sampling of inversion breakpoint positions from a consensus L1 sequence. The same test was applied to evaluate the level of significance in the differences between the length distribution for 5’ truncated L1s and the 3’ sense orientation ends of twin-priming events. Further details of these analyses are provided in STAR Methods (simulations and evaluation of L1 annotation pipeline).

Analysis of inversion flanked by repeats and mobile elements
We used a two-sided t-test to determine if there exists a significant difference between the size of L1-flanked and Alu-flanked inversions. Fisher’s exact test was used to test for enrichment of complexities including polymorphic insertions or deletions, tandem
duplications of SDs or unique sequences or combinations of those adjacent to recurrent inversions. Further details of these analyses are provided in STAR Methods (identification of inversions flanked by repeats and mobile elements).

**Analysis of excess in common inversion polymorphisms**
We used a two-tailed Student’s t-test assuming independence to compare growth rate between different variant types. Moreover, a test of significance of allele frequency cutoffs was conducted by splitting the callset by allele frequency (<0.05 and ≥0.05) and comparing the counts with a two-tailed Fisher’s exact test. Further details of these analyses are provided in STAR Methods (excess in common inversion polymorphisms in the genome) and Results section (inversion discovery saturation and excess of common polymorphisms).

**Analysis of influence of flanking inverted repeat length on inversion recurrence status**
A multiple linear regression model expressing the fraction of tiSNPs as a function of inversion length, length of the longest flanking inverted repeat and MAF was used to confirm that the fraction of tiSNPs is being influenced by length of flanking inverted repeat instead of the inversion length. We additionally used Pearson’s correlation to confirm the positive correlation between flanking inverted repeat length and repeat sequence identity and a multivariate logistic regression analysis to confirm that the major driver for inversion recurrence status is flanking inverted repeat length while neither repeat sequence identity nor inversion length have any significant influence. Further details of this analysis are provided in STAR Methods (quality control of recurrent inversions detected by the tiSNP-based method; analysis of the genetic architecture of recurrent inversion loci).

**Analysis involved in haplotype-based approach for detecting inversion recurrence**
Haplotype-based PCA following the description of Browning et al. (2016) was performed using the R package irlba (v2.3.3) to calculate and visualize principal components and keep track of direct and inverted alleles. For phylogenetic tree reconstruction, we applied the maximum likelihood-based software IQ-TREE (v2.1.3). Further details of these analyses are provided in STAR Methods (haplotype-based coalescent approach for detecting inversion recurrence).

**Analysis comparing toggling inversions on sex chromosomes and autosomes**
We performed a chi-squared test to determine significant enrichment of toggling inversions on the X chromosome compared to the autosomes. Additionally, we used Mann-Whitney U test to determine the significance of difference in inversion rates between the X chromosome and the autosomes. We used a chi-squared test also to determine the difference between the relative proportion of toggling inversions compared to single-event inversions on the Y chromosome compared to autosomes. Further details of these analyses are provided in STAR Methods (analysis of the genetic architecture of recurrent inversion loci) and Results section (rates and genetic architecture of inversion toggling on autosomes and X chromosome).

**Tests used in eQTL analysis**
To test association of inversions with expression in nearby genes a pipeline based on nonlinear mixed models, implemented in LIMIX (Lippert et al., 2014) was used. PLINK (v.1.90) was used to estimate genetic ‘kinship’-matrices between samples based on SNP and indel variants, which served as a basis for population principal components used as latent factors in the model. We used Benjamini-Hochberg correction on the level of inversion-gene tests, to determine globally significant (FDR < 0.2) inversion eQTLs. Further details of these analyses are provided in STAR Methods (eQTL analysis).

**Analysis of inversions intersecting morbid CNV regions**
In order to find enrichment for different subclasses of inversions in the vicinity of known morbid CNVs, we performed permutation testing using the R package regioneR (Gel et al., 2016) with its function ‘permTEST’, followed by randomizing the position of each inversion in every tested subgroup using regioneR’s function ‘circularRandomizeRegions’. Further details of these analyses are provided in STAR Methods (enrichment analysis of inversions intersecting morbid CNV regions).

**Hardy-Weinberg equilibrium test**
We used the ‘hardy’ function available in VCFtools to test our inversion genotypes for Hardy-Weinberg equilibrium. This function assesses sites for Hardy-Weinberg Equilibrium using an exact test. For multiple testing correction of the resulting p-value for each inversion, Benjamini-Hochberg correction was applied. Further details of these analyses are provided in STAR Methods (Hardy-Weinberg equilibrium test and multi-allelic sites).
Figure S1. Inversion genotyping and callset overview, related to STAR Methods and Figure 1
(A) The percentage of balanced inversions $\geq 100$ kbp (top) out of the total inversion count ($n = 292$) and distributions of inversion sizes (bottom) are shown for each chromosome. Red lines depict median. Chromosomes with the highest proportion of large ($\geq 100$ kbp) balanced inversions are highlighted by red bars.

(legend continued on next page)
(B) A genome-wide distribution of inversion breakpoint hotspots (colored rectangles) based on all 292 balanced inversions. BP, breakpoints per hotspot. The bottom of each chromosomal bar depicts positions of SDs in orange rectangles.

(C) Structural conformations for balanced inversions and their flanks. Inversions are grouped by likely formation mechanism (left-to-right: SD-mediated, mobile element-mediated, non-repeat-mediated) and vertically by total event length (top-to-bottom: <40 kbp, ≥40 kbp in size). Inv. Transloc., inverted translocation.

(D) Flanking inverted repeat length correlates with event size.

(E) ArbiGent inversion classification stratified by technology used for discovery. Loci were rejected from the final inversion callset if they showed evidence for absence ("FP," false positive) or were classified as “Complex” in all samples, indicative of a low-quality call. Inversion loci were retained if they were classified as either “Passing,” “InvDup,” “Misorient,” “LowConf,” or “noReads.” Non-concordance with Mendelian inheritance was noted (“Mendelfail”) but was not used as a criterion for exclusion.

(F) ArbiGent classifications stratified by event length and discovery technique. The distributions mirror expected technological biases, such as an enrichment of “FP” calls in long PAV-based and short Bionano-based calls.

(G) ArbiGent genotype confidence on the set of 399 inversions outside of L1-internal sequence, stratified by length. Genotypes were considered “high confidence” if genotype-likelihood ratios over reference state were above 10^3 in >90% of samples. Median inversion widths for confidence subgroups are indicated by vertical lines (orange, low confidence; blue, high confidence; black, all inversions).
Figure S2. Inversion validation and breakpoint refinement, related to Figure 1

(A) Schematic view of PCR primer positions and orientation in reference and inverted alleles. Further PCR results are in Data S1.

(B) PCR products obtained from one randomly selected sequence-resolved balanced inversion. Molecular weight markers are indicated with an orange asterisk.

(C) Bar plot representing the fraction of events from our callset (n = 399) that meet the required reciprocal overlaps ("seen," green) and those that do not ("unique," brown).

(D) Fraction of inversion sites (out of n = 399) with orthogonal support (i.e., orthogonal technology from this study, orthogonal technology from a prior study, long ONT reads, or Hardy-Weinberg equilibrium).

(E) A depiction of the expected conformation of SDs flanking a direct and inverted haplotype. When an inversion forms, we expect repositioning of paralogous sequence variants (PSVs) specific either to proximal or distal SDs such that the resulting proximal and distal SDs represent hybrids of both. In order to detect such PSVs, we generated a multiple sequence alignment (MSA) using proximal and distal SDs from both direct and inverted haplotypes.

(F) An example of an inversion flanked by relatively short and simple SDs (~82 kbp). We compared flanking SDs from a direct haplotype assembled as part of the CHM13-T2T assembly. As depicted in (A), PSVs specific to the proximal (SD1, bright green) and distal (SD2, dark yellow) SDs are colored separately. Gaps in the MSA are white and alleles not present in the proximal and distal SDs are shown in black and red, respectively. Vertical dashed lines depict detected change points, with numbers showing the change point position with respect to the SD. We predict that the inversion breakpoints lie between the 21,668 and 67,040 bp coordinates of the interval shown.

(G) An inversion flanked by long SDs (~315 kbp). Different from (G), here, we are unable to pinpoint a range corresponding to the likely inversion breakpoints. Phased sample-specific sequence data underlying (G) and (H) are from the HPRC.

(H) Dotplots for a chromosome 16 recurrent inversion locus shown for four samples. A subset of haplotypes displays a ~11 kbp deletion (red circle) in one of the inversion-flanking SDs. The presence and absence of this deletion on haplotypes displaying inverted and directly oriented segments is consistent with the recurrent nature of the inversion. Haplotype assignments depicted (h1/h2) to visualize these assemblies are from hilliasm algorithm (Cheng et al., 2021), and these were not synchronized with our haplotype assignments.
Figure S3. Inversion internal to L1 sequences due to twin-priming, related to Figure 2
(A–C) Size distribution for 5' inversions likely mediated by twin-priming (A), non-inverted (B), and non-truncated (C) 3' ends. Observed (OBS) versus expected (EXP) based on a random model (STAR Methods), with p values based on a two-tailed Mann-Whitney U test. Line, median; box, 25th to 75th percentile (inter-quartile range, IQR); whiskers, data within 1.5 times the IQR.
(D) Comparison of the observed size distributions in (A)–(C).
(E) Schematic for blunt, microhomology, and insertions at the inversion junctions.
(F) Proportion of inversion junctions being blunt, subjected to microhomology (MH) or insertions (INS).
(G) Length distribution for microhomologies.
(H) Length distribution for insertions.
(I–K) Templated insertion events (pink) identified at breakpoint junction 1–2 for twin-priming events and the junction between the target site duplication (TSD, gold) and the 5' end of truncated L1s. L1 sequence colored in blue with inverted sequence in green. For each sequence-resolved insertion a model (not scaled) of the insertion conformation is provided above the sequence.
Figure S4. Inversion recurrence analysis, related to Figure 3

(A) Hierarchical clustering-based phylogenetic trees constructed independently for the first, second, and last third of the 8p23.1 genomic locus. Inverted and non-inverted haplotypes clustered together across the whole inversion, with tSNPs distributed across the whole locus.

(B) Representation as in (A) for the 17q21.31 locus.

(C) Distinct distributions of pairwise identity by state among haplotypes at the 8p23.1 inversion locus. Identity by state is defined as the percentage of identity between a pair of haplotypes with the same orientation (inverted/inverted or direct/direct orientations) or in the opposite direction (inverted/direct orientations).

(D) Representation as in (C) for the 17q21.31 locus.

(E) Ancestry tree reconstruction analysis of the 100-kbp region (chr8:8201024-8301024) located at the distal end of the 8p23.1 locus using population genetics and phylogenetics-based approaches. This region shows little evidence for recombination. Ancestral recombination graph-based tree reconstruction using Relate (v1.1.7); 36 marginal genealogical trees (blue) inferred by Relate were overlaid on the plot (top-left). Triangles denote inverted orientation, while colors denote population origin. A heatmap of tree topological similarity among the 36 marginal trees is in the bottom-left. Each square on the heatmap is a comparison in topology between two marginal trees, while colors indicate the similarity between the trees measured using the Robinson-Foulds distance. Squares are listed in distal to proximal order for the 8p23.1 locus. The warmer the color is, the more similar tree topologies are. Top-right shows phylogenetic tree reconstruction of 8p23.1 locus using 100 random bootstraps and IQ-TREE (v2.1.3). Heatmap of tree topological similarity among the 100 random bootstrap trees inferred by IQ-TREE is shown in the bottom-right.

(F) Inferred cladogram of the Xp28 locus based on maximal likelihood software (IQ-Tree [v2.1.3]).

(legend continued on next page)
(G) Hierarchical clustering of haplotypes (rows) at Xp28 locus. Columns represent SNVs (polarized using chimpanzee [panTro6]; STAR Methods).

Of note, this inversion is not in Hardy-Weinberg equilibrium (Fisher’s exact test $p = 5 \times 10^{-3}$) and shows a significantly higher than expected allele frequency in African samples (AF = 87.5%; global AF = 42%; $p \leq 1 \times 10^{-5}$; 100,000 permutations).

(H) Relationship between inversion status classified as “recurrent” or “single-event” and flanking inverted repeat length and sequence identity, for the consensus set of 93 balanced inversion loci. Blue lines and gray areas are regression lines and their 95% confidence areas, respectively ($p$ value based on Pearson’s correlation).
Figure S5. Pooled Strand-seq experiment, related to STAR Methods

(A) Inversion genotyping by pooled Strand-seq (schematic).
(B) Number of samples per continental population in each cell line pool (Pools A, B, and C).
(C) Numbers of good-quality Strand-seq (SSEQ) libraries per pool.
(D) Population of origin of Strand-seq libraries, inferred by SNP genotyping (STAR Methods).
(E) Recovery fraction relative to the original number of pooled samples (n = 40) represented in each pool.
(F) Numbers of high-quality libraries assigned to unique 1KG samples by SNP genotyping.

(legend continued on next page)
Randomized cell sampling using the HG00733 sample indicates that accurate inversion genotypes can be obtained from single cells. Confusion matrices with rows representing ground truth genotypes and columns representing predicted genotypes (using ArbiGent) obtained from randomly subsampled Strand-seq (single cell) libraries (in sets of n = 1, 2, 3, and 12 cells, respectively). Ground truth genotypes are based on our inversion resource. We assessed all inversions with >50 kbp of mappable sequence (showing >75% mappability). A scatter plot comparing inversion AFs from our resource (based on n = 44 samples) compared with AF estimates generated by genotyping the same inversion sites in the sequenced cell pools (y axis, based on n = 60 non-overlapping 1KG samples). Recurrent inversions are depicted in red and single-event inversions in green. Depicted 95% confidence intervals are the ±2 standard errors (SE), computed using AF \( p \) and total number of alleles observed \( n \), \( SE = \sqrt{\frac{p(1-p)}{n}} \). We removed a predicted misoriented region (misorient, chr20-28556078-INV-648848) from the analysis, which is embedded in a repetitive region with multiple gaps in GRCh38.