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Local Microcircuitry of PaS Shows Distinct and Common Features of Excitatory and Inhibitory Connectivity
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Abstract

The parasubiculum (PaS) is located within the parahippocampal region, where it is thought to be involved in the processing of spatial navigational information. It contains a number of functionally specialized neuron types including grid cells, head direction cells, and border cells; and provides input into layer 2 of the medial entorhinal cortex where grid cells are abundantly located. The local circuitry within the PaS remains so far undefined but may provide clues as to the emergence of spatially tuned firing properties of neurons in this region. We used simultaneous patch-clamp recordings to determine the connectivity rates between the 3 major groups of neurons found in the PaS. We find high rates of interconnectivity between the pyramidal class and interneurons, as well as features of pyramid-to-pyramid interactions indicative of a nonrandom network. The microcircuit that we uncover shares both similarities and divergences to those from other parahippocampal regions also involved in spatial navigation.
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Introduction

The parasubiculum (PaS) lies centrally in the parahippocampal region, neighbored medially by the presubiculum and laterally by the medial entorhinal cortex (MEC). The PaS is home to many functionally specialized neurons including grid cells, border cells, and head-direction cells (Boccara et al. 2010). Together these spatially tuned neurons are thought to underpin the brain’s internal map of the environment, and thus, support navigation and spatial memory (Moser et al. 2008). The discovery of place cells (O’Keefe and Dostrovsky 1971) and grid cells (Hafting et al. 2005) in the hippocampus and MEC respectively, means much of the early focus on navigational circuitry was directed at these structures. However, the later discovery of spatially tuned neurons in other brain regions including the
presubiculum and PaS (Boccara et al. 2010), along with lesion studies from these structures showing the impairment of spatial navigation and disruption of place cells (Liu et al. 2001, 2004) has led to increased research into these brain regions. In order to understand how the wider circuitry contributes to the generation and modulation of spatially tuned signals, it is important that we also understand the local circuitry of each region. Although the local microcircuit of the presubiculum has recently been established (Peng et al. 2017), that of the PaS remains unclear.

Anatomical Connections In and Out of the PaS

One indicator of the importance of the PaS in the navigational circuit is the location of this structure within the wider parahippocampal circuitry. Anatomical tracing studies have revealed the input sources to the PaS, which include the medial septum (Unal et al. 2015; Tang et al. 2016) and the anterior thalamus (van Groen and Wyss 1990; Ding 2013). Further inputs come from the subiculum and the CA1 (van Groen and Wyss 1990; Ding 2013; O’Reilly et al. 2013), the presubiculum (Köhler 1986; O’Reilly et al. 2013), postahinal cortex (Agster and Burwell 2013), and the basolateral amygdala (van Groen and Wyss 1990). Thus, the PaS receives input from a number of regions known to be involved in navigation and memory. The medial septum is known to be a key pacemaker structure involved in orchestrating theta oscillations in the hippocampus (Petsche et al. 1962; Mitchell et al. 1982; Buzsáki 2002). The anterior thalamus is the region with the greatest abundance of head-direction cells (Taube 2007; Winter et al. 2015) and neighboring input structure, the presubiculum, is also home to many head-direction cells (Taube et al. 1990; Boccara et al. 2010). On the output side, one of the major downstream targets of the PaS is layer 2 of the MEC (Köhler 1986; Caballero-Bleda and Witter 1993; Agster and Burwell 2013). Specifically, the calbindin-patches have been proposed to be the target of parasubicullar afferents, although direct functional evidence for this is still lacking (Tang et al. 2016). Further projections from the PaS have also been shown in the lateral entorhinal cortex, (Agster and Burwell 2013), CA1, subiculum, and presubiculum (van Groen and Wyss 1990). The PaS also sends contralateral projections to the presubiculum, PaS and MEC (van Groen and Wyss 1990). The projection to layer 2 of the MEC is particularly relevant to the navigational circuitry, since this is where the highest abundance of grid cells is found (Boccara et al. 2010). Thus, the PaS is well positioned to influence grid cell firing in the MEC.

Cytoarchitecture of the PaS

Although neighboring structures to the PaS both show spatially tuned signals, the cellular composition of these brain regions appears to be quite different. Immunohistochemistry work has helped to uncover the cellular composition of the PaS and distinguish it from the presubiculum and MEC. The PaS can be identified by its strong wolframin (WFS1) expression (Ding 2013; Ramsden et al. 2015; Ray et al. 2017). This transmembrane protein is completely absent in the presubiculum, delineating a clear border between these 2 structures (Luuk et al. 2008). While WFS1 is also present in layer 2 of the MEC, a number of key distinctions can be made between the PaS and the MEC. The MEC is a classically 6-layered cortical structure (Witter et al. 2017). Meanwhile, the layering of the PaS remains ambiguous, with some studies referring to it as a 6-layered structure (Funahashi and Stewart 1998; Glasgow and Chapman 2007; Boccara et al. 2010), and others arguing that it consists only of 3 layers (Mulders et al. 1997; Burgess et al. 2006; Hasselmo et al. 2007; Blair et al. 2008). Regardless of the number of layers, some key differences have been established. Layer 2 of the MEC is home to 2 classes of principal neurons: pyramidal neurons expressing WFS1 and calbindin (Kitamura et al. 2014), and stellate cells expressing reelin (Varga et al. 2010; Ray and Brecht 2016). Although some studies have also described stellate and pyramidal neurons in the PaS (Funahashi and Stewart 1997, 1998) their distinction in this region is less clear and specific markers for the 2 cell types are lacking. In the PaS, reelin is predominantly expressed in inhibitory neurons, whereas calbindin is expressed exclusively in inhibitory neurons (Sammons et al. 2019). Thus, the colocalization of calbindin and WFS1 can be used to distinguish the border between the PaS and the MEC. Further differences in the cytoarchitecture of these 2 regions come from cytochrome oxidase labeling, which shows a pattern of small patch-like labeling in layer 2 of the MEC, whereas the PaS appears to be labeled by fewer larger patches (Burgalossi et al. 2011). Detailed single cell labeling of cells from these large patches shows axonal arborizations extending several hundred micrometers through neighboring large patches and into the MEC, providing further evidence of the connectivity from the PaS to the MEC.

A small transition zone between the PaS and MEC has now been described by several groups (Fujimaru and Kosaka 1996; Ray et al. 2017), which may correspond to the previously described “parasubiculum A” subregion (Blackstad 1956; Slomianka and Geneser 1991). This transition region also shows colocalization between WFS1 and calbindin, suggesting it may be more similar to the MEC than the PaS. Furthermore, the primary dendrites of neurons in this region tend to project toward layer 1 of the MEC rather than into the PaS, indicating that they are the recipient of inputs targeted to the superficial MEC, and thus, are part of this structure (Sammons et al. 2019).

Functional Properties of PaS Neurons

Several functional properties of parasubicul ar neurons have been described. Neurons in the PaS exhibit strong theta rhythmicity, (Burgalossi et al. 2011; Ebbesen et al. 2016; Tang et al. 2016), likely in part due to the strong connection from the medial septum. Additionally, in vitro work has also shown that parasubicul ar neurons exhibit conductances capable of producing intrinsic membrane potential oscillations in the theta range, which may also contribute to the strong theta activity seen in this region (Glasgow and Chapman 2008). A large proportion of neurons in the PaS show head-direction selectivity (Tang et al. 2016) and a population of neurons that combine theta-modulation and spatial location coding, known as theta-modulated place-by-direction cells have also been described (Cacucci et al. 2004). Similar theta-modulated head-direction cells have also been described in the anterior thalamus, and thus, may be the source of such signals in the PaS (Cacucci et al. 2004; Tsanov et al. 2011). Given the functional evidence of spatially modulated signals in the PaS and the anatomical evidence placing this region upstream of the MEC, the PaS is well positioned to influence the spatial tuning of neurons in the MEC and play a key role in the navigational circuitry.

Computational models have been developed to understand how grid-like patterns of activity and other spatially-modulated firing patterns may come about. Models fall largely into 2 classes, the oscillatory interference models (Burgess et al. 2007; Hasselmo et al. 2007; Blair et al. 2008), and continuous attractor network models (Fuhs and Touretzky
Materials and Methods

A full list of resources used can be found in Supplementary Table 1. (Location for the link to the Supplementary Table 1 Resources).

Animals

All animal maintenance and experiments were performed in accordance with institutional guidelines, guidelines of the local state government (Berlin state government, T0100/03; O0413/12), and the European Union Council Directive 2010/63/EU.

Electrophysiology

Slice Preparation

Slices were prepared from adult (postnatal day 50 and over) C57/Bl6n mice of both sexes. A small number of slices were taken from transgenic animals being used for additional projects (C57/Bl6n: N = 79 animals, n = 127 slices; VGAT-YFP: N = 11, n = 18; ChAT-Cre: N = 11, n = 15; PV-Cre: N = 3, n = 5; WFS1-Cre: N = 3, n = 4). Animals were anesthetized under isoflurane and decapitated. Brains were removed and transferred to an ice-cold, sucrose-based dissection artificial cerebrospinal fluid containing, in mM: 87 NaCl, 26 NaHCO3, 50 sucrose, 10 glucose, 2.5 KCl, 1.25 Na2HPO4, 0.5 CaCl2, 3 MgCl2, and saturated with 95% O2 and 5% CO2. Horizontal slices, 400 μm thick, were cut using a vibrating microtome slicer (VT1200S, Leica Biosystems), throughout the dorsoventral axis of the PaS. Once cut, slices were transferred to an interface chamber, which was continuously perfused with ACSF containing, in mM: 119 NaCl, 26 NaHCO3, 10 glucose, 2.5 KCl, 1.3 MgCl2, 1 Na2HPO4, 2.5 CaCl2, saturated with 95% O2 and 5% CO2 and maintained at 32–34°C. Slices were allowed to recover for at least 1 h before being transferred to a recording chamber.

Whole-cell Recordings

Recordings were performed in a submerged chamber, kept at 32–34°C, and perfused with the same ACSF as used for interface storage. Somatic whole-cell recordings were performed using glass pipettes pulled from borosilicate glass capillaries with a resistance of 3–6 MΩ. Pipettes were pulled using a horizontal DMZ Universal Puller (Zeiss, Germany) and filled with an internal solution containing, in mM: 120 K-Gluconate, 10 HEPES, 10 KCl, 5 EGTA, 2 MgSO4·7H20, 3 MgATP, 3 NaGTP, 5 Phosphocreatine Na. Internal solution also contained 0.2% Biocytin, to allow for later identification of recorded neurons. Cells in the PaS were visually identified using infrared differential interference contrast microscopy through a digital camera (XM10-IR, Olympus). Recordings were performed using Multiclamp 700A/B amplifiers (Molecular Devices). Signals were filtered at 10 kHz and sampled at 20 kHz, digitized using Digidata 1550 and recorded in pClamp10 (Molecular Devices, United States of America). Series resistance was calculated from the current deflection to a −4 mV injection applied in voltage clamp. Pipette capacitance neutralization and bridge balance were applied and adjusted as appropriate. Liquid junction potential was not corrected for. Either 4 or 8 electrodes were used to target up to 8 potential cells for recording. All electrodes to be used were first brought to just above the surface of the slices, over the center of the PaS. Electrodes were then each sequentially used to target a cell and successfully patched cells were left in the whole-cell configuration in voltage clamp, while subsequent cells were targeted. Once all electrodes in use had been placed, recording of successfully patched cells began. Neurons were switched to the current clamp configuration and characterized by injecting increasing steps of negative and positive current. Current injections were applied for 1 s, in increasing steps of 40 pA. The voltage responses of neurons to these current injections were used to calculate intrinsic properties and action potential (AP) parameters. Connectivity was screened by stimulating each cell in turn to produce 4 APs (1000–4000 pA for 1–2 ms) at 20 Hz. The connectivity screen was carried out in current clamp with cells at resting membrane potential, and while injecting current to hold cells at −50 mV to elucidate any inhibitory postsynaptic potentials (IPSPs). Connectivity screens consisted of 30–50 sweeps. An average trace was created by first passing each sweep through a quality check. Recordings with fewer than 20 sweeps remaining following this check were discarded. Individual sweeps were discarded if the membrane potential fluctuated by more than 10% from the start to the end of the sweep, or if it deviated by more than 10% from the original membrane potential value. All remaining sweeps were then averaged and this average examined for the presence of postsynaptic potentials that closely aligned with the presynaptic APs. If a connection was ambiguous from the average trace, sweeps were examined on an individual basis to determine if a postsynaptic response was visible in multiple sweeps or if a single individual, spontaneous postsynaptic potential was heavily influencing the average trace. All connection parameters were measured using the average trace. Onset latency was calculated as the time between presynaptic AP peak and the foot of postsynaptic potential. The foot of the postsynaptic potential was defined as the intersection between the baseline of the postsynaptic cell and the 20–80% slope of the response. Rise time (10–90%) and halfwidth of postsynaptic potentials were measured in Stimpfit (Guzman et al. 2014). Cells were recorded within 300 μm of each other. At the end of recording, an image of the slice and electrode placement was taken through a 4× objective to aid with reidentification of the recorded neurons.

Imaging

Immunohistochemistry

Following recording, slices were fixed in 4% paraformaldehyde (PFA) overnight. Sections were then washed 3 times (5 min each) in phosphate-buffered saline (PBS) before being incubated in a blocking solution composed of 5% normal goat serum (NGS, Biozol), 1% Triton-X (Sigma) and PBS, for 3 h at room temperature with gentle agitation. Subsequently, slices were incubated with primary antibody for 72 h at 4°C. All slices were labeled with anti-WFS1 (1:1000) to aid with demarcation of the PaS, as well as to label

2006; McNaughton et al. 2006; Burak and Fiete 2009), whereas hybrid models seek to combine features from both classes (Hasselmo and Brandon 2012; Schmidt-Hieber and Häusser 2013; Bush and Burgess 2014). Despite these models, the exact mechanisms underlying spatially tuned firing properties are still unresolved. Mapping out the fine details of the microcircuitry in which these cells sit is an essential step to further develop our understanding. Experimental work has provided key constraints for these models of grid cell and head-direction activity (Couey et al. 2013; Buetfering et al. 2014; Fuchs et al. 2016; Peng et al. 2017; Winterer et al. 2017). However, the local circuitry in the PaS has not yet been resolved. We take a similar approach to previous connectivity studies and use the multicell patch clamp technique to uncover the local connectivity within the PaS.
potential excitatory neurons. Since non-fast-spiking interneurons are harder to differentiate from pyramidal neurons, the majority of slices were labeled additionally with an anti-Reelin antibody (1:1000). However, in order to provide some true positive parvalbumin (PV) neurons for our classification, some slices with suspected fast-spiking interneurons were labeled with anti-PV, instead of anti-Reelin (1:1000). Slices from vesicular gamma-Aminobutyric acid (GABA) transporter-yellow fluorescent protein (VGAT-YFP) animals were additionally labeled with anti-YFP (1:500). Primary antibodies were diluted in a blocking solution composed of 2.5% NGS, 1% Triton-X, and PBS. To label the biocytin, a conjugated streptavidin marker was used (conjugated to either AF 488 or AF 647, concentration 1:500). Following primary incubation, slices were washed 3 times in PBS (20 min each) and incubated in secondary antibodies for 3 h at room temperature. Secondary antibodies were applied at 1:500, diluted in PBS (Life Technologies). In most cases, secondary antibodies used were anti-rabbit 647 and anti-mouse 555. In the case where anti-YFP was also used for primary incubation secondary antibodies used were antirabbit 405, antichicken 488, and antimouse 555. Finally, slices were washed 4 times (15 min) before being mounted on glass slides in mounting medium (Mowiol).

Confocal Microscopy
Slices were imaged on a Leica TCS SP5 confocal microscope (Leica Microsystems), using 405 nm (diode), 488 nm (Argon), 568 nm (solid state), and 633 nm (Helium, Neon) laser lines. Images were taken through a 20× immersion (0.7 N.A., Leica, pixel size 0.72 μm) and a 63× (1.4 N.A., Leica, pixel size 0.23 μm) objective to provide an overview image and close up of cell somata respectively. Images were acquired at 1024 x 1024 pixels, with a z-step of 2 μm (20×) or 0.5 μm (63×). Images were analyzed in Fiji (Schindelin et al., 2012). Close-up images of cell somata were used to determine any post hoc immunolabeling and overview images were used measure the distance from cell soma to the pia, as well as for matching up cells with their respective recording headstages and confirming that cells were located within the PaS. Cells were confirmed to be within the PaS by examining WFS1 labeling which provides a clear border with the presubiculum on the medial side. On the lateral side of the PaS, the border with the MEC is less well defined since WFS1 is present also in layer 2 of the MEC. A transitional zone, the medial-most MEC has been described between these 2 brain regions (Fujimaru and Kosaka 1996; Ray et al. 2017), which also expresses WFS1 throughout. Cells were assigned to this region the center of the PaS were assigned to the PaS.

Quantification and Statistical Analysis

Analysis of Electrophysiological Properties
Electrophysiological properties were extracted using custom-written python scripts. The following properties were used as input parameters for classification: resting membrane potential (Vm), input resistance, AP threshold, AP height, afterhyperpolarization (AHP), mAH, AP1–AP2 interval, AP9–AP10 interval, adaptation, latency, maximum and minimum dV/dt, dV/dt ratio, rheobase, sag ratio minimum interspike interval, membrane capacitance, and membrane time constant. Vm was taken as the mean across all sweeps of the baseline before current injection. Input resistance was calculated from the voltage deflection in response to a −80 pA current pulse. Sag ratio was calculated from a −200 pA current pulse, by dividing the voltage difference between baseline and the steady state by the difference between baseline and the minimal voltage reach within the first 100 ms after current injection onset. Rheobase was taken as the current step first seen to elicit an AP. AF threshold was taken as the membrane potential at the point where dV/dt reached 5% of the maximal dV/dt. AP height was calculated as the difference between threshold and the peak amplitude of the first AP. Latency was defined as the time between current injection onset and the initial AP in the first sweep where 10 APs were seen. AP half-width was calculated from the first AP, using the time between the half-height of the upward and downward slopes. Interspike intervals were calculated as the time difference in onset of subsequent APs, from sweeps where at least 10 APs were elicited. Adaptation was calculated by dividing the intervals between the ninth and tenth APs and the second and third APs. If a cell did not produce 10 APs, the sweep with the maximal number of APs was used. Minimal interspike interval was taken as the minimum interval between any 2 consecutive APs. Maximum firing frequency was taken as the maximal number of APs produced by current injection. AHP was calculated as the difference between AP threshold and the minimum voltage seen within 2 ms of AP peak. Medium AHP was defined as the difference between threshold and the minimum voltage seen within 200 ms of current injection offset. Membrane capacitance and membrane time constant were calculated from the voltage response to a −160 pA current injection.

Cell Classification
Cells were classified into 3 classes based on previous work (Sammons et al. 2019) using a combination of immunohistochemistry and electrophysiological parameters. We used WFS1, PV, and reelin to approximate the 3 major cell classes, namely pyramidal neurons, fast-spiking interneurons, and non-fast-spiking interneurons, respectively. Staining information was available for 272 out of 514 cells. For cells without immunolabeling we took a machine learning (ML) approach to classify them to one of the 3 classes, based on their intrinsic and firing properties. In a few cases, not all electrophysiological parameters were available for a cell. In this instance, if staining information was available the mean value of missing parameter from all other cells with the same immunolabel was assigned. If staining information was not available the “KNNImputer” function (sklearn) was used to assign the missing value. Given that our data belong to a multiclass and imbalanced case (236 WFS1 positive, 28 reelin positive, and 8 PV positive neurons), we aimed to select the most accurate classification algorithm for our dataset by testing several models including Complement Naïve Bayes, Logistic Regression, k-Nearest Neighbors Classifier, Random Forest Classifier (RFC), Support Vector Classifier, and Multilayer Perceptron (MLP)—Artificial Neural Network. For each algorithm, we used the subpopulation of neurons with known staining (n = 272) to train and test the output performance of the classifier. The “GridsearchCV” function (sklearn) was used to identify the best parameters for each model and class weights were calculated and inserted to models where applicable. We used stratification and cross validation to select the 2 highest performing models (RFC and MLP) and further tested their performance.
using multiple metrics (Table 1). To produce the final prediction classes for cells without immunolabeling, we ran the 2 top-performing algorithms multiple times and took the mode class result. The resulting predictions agreed in 89% of cells across the 2 algorithms. Therefore, since both algorithms performed equally well we excluded the minority of cells where the final prediction disagreed from our final dataset (n = 27/242 cells).

Statistics

Statistics were carried out in python using “scipy” and “statsmodels” packages. Data were assessed for a normal distribution using the Shapiro–Wilk test. Where the null hypothesis was rejected, median and interquartile range (IQR) are reported and the Mann–Whitney U test was applied. When the null-hypothesis could not be rejected, mean ± standard deviation (SD) are reported and Student’s t-tests were performed. To test whether intersomatic distance had an effect on connectivity rates, the ordinal association test (Cochran-Armitage trend test) was performed. To determine if projection direction had an effect on connection probability, a projection distance was calculated for each pair of tested projections by subtracting the minimal distance to pia of the presynaptic cell from the minimal distance to pia of the presynaptic cell. Tested connections were then assigned as either deep-to-superficial or superficial-to-deep depending on the sign of this sum. Projected distances between ±10 μm were excluded from this analysis. A Fisher’s exact test was used to compare connection probabilities across the 2 possible directions. To test whether reciprocal connections were observed more often than expected a simple binomial test was performed, with the hypothesized probability set to the product of the 2 independent connectivity probabilities. The alpha level for rejecting the null hypothesis was set to 0.05 for all tests.

Data and Software Availability

Code Availability

Code used for the analysis of electrophysiology and cell classification can be found on Github under https://github.com/rosannaps/PaS-analysis.git

Results

Connectivity Scheme between the Major Cell Classes in the PaS

We recorded simultaneously from up to 6 neurons (1 sextuple, 7 quintuple, 13 quadruple, 47 triple, and 101 double recordings) in a whole-cell patch-clamp configuration in the PaS, to elucidate the microcircuity within this region (Fig. 1A). The PaS was identified in acute slices based on the size and organization of cell somata; somata in the PaS are larger than in the pre-subiculum. Meanwhile, the lack of easily identifiable layering distinguishes the PaS from the MEC in mouse. The location of all cells was confirmed post hoc by examining biocytin and WFS1 labeling (Fig. 1B; see Materials and Methods). Previously, we have shown that neurons in the PaS can be broadly classified into 3 groups: fast-spiking putatively PV-expressing interneurons, a broad class of non-fast-spiking interneurons often expressing reelin, and a large class of pyramidal neurons typically expressing WFS1 (Sammons et al. 2019). We used these groups to classify our recorded neurons, using a combination of immunolabeling and electrophysiological properties. In total, we recorded from 514 neurons in the PaS and were able to reliably detect a positive immunomarker in 272 of these cells (236 WFS1-positive, 28 reelin-positive, 8 PV-positive; Fig. 1C). To classify the remainder of cells with no immunolabeling information, we applied a ML approach, where the electrophysiological features of cells with known labeling were used to train classifiers in order to assign nonlabeled cells to 1 of our 3 cell classes based on their electrophysiological properties (see Materials and Methods, Table 1; for electrophysiological properties of the 3 cell classes see Table 2). A small fraction of cells (n = 27) was excluded due to ambiguous classification. Thus, we were able to establish a connectivity scheme between these main subgroups of neurons in the PaS (Fig. 1D–E). For all connections where the presynaptic cell was classified in 1 of the 2 interneuron classes, IPSPs were seen in the postsynaptic cell leading us to believe that our classification could robustly separate excitatory and inhibitory neurons. Pyramidal neurons form the biggest cell class in the PaS. We observed a connectivity rate of 4% between cells of this class (25/622 tested connections; Fig. 1D). Reciprocal connections were observed between 3 separate pairs of pyramidal neurons (3/311 pairs tested, 0.96%). This observed frequency is higher than expected based on a 4% connectivity rate (expected likelihood of reciprocal connectivity: 4% × 4% = 0.16%, P = 0.014, binomial test), suggesting a nonrandom organization of connectivity between pyramidal neurons in the PaS.

We found connections between both classes of inhibitory neurons and the pyramidal class of cells. Specifically, non-fast-spiking interneurons connected onto pyramidal neurons at a rate of 13% (5/38 tested connections), whereas fast-spiking neurons showed a 44% connectivity rate onto pyramidal neurons (17/39 tested connections). In the opposite direction, pyramidal neurons contacted non-fast-spiking neurons at a relatively low rate (2.6%, 1/38 test connections, unidirectional), but contacted fast-spiking neurons at a rate of 23% (9/39 tested connections). Between pyramidal and fast-spiking neurons 5 reciprocally connected pairs were found (5/39 pairs, 12.8%). Given the individual connectivity rates between these 2 cell classes the number of reciprocal pairs found was not different from expected (expected likelihood of reciprocal connectivity: 4% × 23% = 10.1%, P = 0.591, binomial test).

Pyramid to Pyramid Connections in the PaS

The pyramidal class of neurons consisted of WFS1-positive immunolabeled neurons, as well as nonlabeled neurons with comparable electrophysiological profiles (Fig. 2A1). Connections

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Performance scores for classification models</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
</tr>
<tr>
<td>RF</td>
<td>0.94/(0.007)</td>
</tr>
<tr>
<td>MLP</td>
<td>0.948/(0.02)</td>
</tr>
</tbody>
</table>

Note: Mean and SD range for performance metrics of random forest (RF) and MLP classification models.
Figure 1. Connectivity rates across the 3 major cell classes in the PaS. (A1) Biocytin labeling of a cluster of 5 recorded neurons. (A2) Left, firing profile of the cells shown in A1. Right, connectivity screen. Each cell is consecutively stimulated to fire 4 APs, whereas the postsynaptic cell membrane potential is monitored. Postsynaptic traces displayed are an average of 50 sweeps. 40 mV scalebar refers to presynaptic AP traces, 0.5 mV bar refers to postsynaptic response traces. (B) Immunolabeling of NeuN (magenta) and WFS1 (green) to demarcate the PaS. (C) Proportion of immunolabeled neurons from the whole dataset, and the proportion of nonlabeled neurons assigned to each cell class following ML (ML) classification. The nonfilled portion after classification represents cells with ambiguous assignment, which were subsequently excluded from the dataset. (D) Numbers of tested (open bars) and found connections (filled bars) between the different cell classes. (E) Summary of connectivity rates between pyramidal neurons and the 2 subgroups of interneurons in the PaS.
We recorded from pyramidal neurons across a range of depths to influence of connectivity rates between pyramidal neurons. A projection distance (Fig. 2) from a superficial to a deeper cell would have a negative projection distance and connections projecting from a deep to a more superficial cell would have a positive projection distance. Thus, we used a minimal laminar structure of the PaS in rodents is ambiguous; however, that could influence connectivity is laminar organization. The range of intersomatic distances tested. Another spatial aspect that we did not find bidirectional connections to be stronger than unidirectional connections in the PaS (Table 3)( Song et al. 2005; Cossell et al. 2015; Peng et al. 2017). However, bidirectional connections did have significantly smaller halfwidths and rise times than unidirectional connections (Table 3).

We next aimed to determine if there was any spatial influence of connectivity rates between pyramidal neurons. We recorded from pyramidal neurons across a range of depths across the superficial-deep axis (Fig. 2F). The majority of recorded neurons were located between 100 and 300 μm from the pial surface, corresponding to where these cells represent the majority of neurons in the PaS (Sammons et al. 2019). We first looked at the absolute intersomatic distance between recording pairs (Fig. 2G). The median intersomatic distance between recorded pyramidal neuron pairs was 87 μm, 66–112 IQR. The connectivity rate did not significantly differ across the range of intersomatic distances tested. Another spatial aspect that could influence connectivity is laminar organization. The laminar structure of the PaS in rodents is ambiguous; however, (Mulders et al. 1997; Tang et al. 2016). Thus, we used a minimal distance to pia measure to examine connectivity along the superficial-to-deep axis. For each pair of recorded neurons, the minimum distance to pia measure of the postsynaptic cell was subtracted from that of the presynaptic cell, such that connections projecting from a deep to a more superficial cell would have a positive projection distance and connections from a superficial to a deeper cell would have a negative projection distance (Fig. 2H, inset). Connectivity occurred in both directions and was not significantly more likely to occur in one direction more than the other (Fig. 2H). Finally, to determine if a particular region may be more enriched in connectivity than another, we grouped neurons based on the mean distance-to-pia measure of pre- and post-synaptic partners (Fig. 2I). Although all connections were observed within 300 μm of the pia, connectivity rates were not significantly different across the binned distances measured. Similar connectivity rates across groups were also seen when only selecting pairs of neurons found in the same distance-to-pia interval (Fig. S1).

### Inhibition onto Pyramidal Neurons in the PaS

Inhibitory connections were observed from both non-fast-spiking and fast-spiking interneurons onto pyramidal neurons in the PaS (Fig 3A–B). The amplitudes of IPSPs from non-fast-spiking neurons and fast-spiking neurons were not significantly different from one another (Fig. 3C; median IPSP amplitude: non-fast-spiking to pyramid: 0.29 mV, 0.21–0.38 IQR; Fast-spiking to pyramid: 0.32 mV, 0.21–0.44 IQR; fast-spiking to pyramidal neurons 0.38 to 0.21 IQR; P = 0.011, Mann–Whitney U). The latency of IPSPs from fast-spiking interneurons was significantly shorter than IPSPs from non-fast-spiking neurons onto pyramidal neurons (Fig. 3D; median IPSP latency: non-fast-spiking to pyramid 0.85 ms, 0.85–1.3 IQR, fast-spiking to pyramid 0.75 ms, 0.65–0.8 IQR; P = 0.011, Mann–Whitney U). The rise time of IPSPs from fast-spiking neurons was also significantly shorter than IPSPs from non-fast-spiking neurons (Fig. 3E; median IPSP rise time: non-fast-spiking to pyramid 8.4 ms, 5.7–9.2 IQR, fast-spiking to pyramidal neurons 1.8 ms, 1.3–2.5 IQR; P = 0.009, Mann–Whitney U). The halfwidths of IPSPs from the 2 classes of interneurons onto pyramidal neurons did significantly differ (Fig. 3F; mean IPSP halfwidth: non-fast-spiking to pyramidal neurons 32.4 ± 16.9 ms, fast-spiking to pyramidal neurons 21.2 ± 13.8 ms; P = 0.146, Student’s t-test). No significant differences were seen between uni- and bidirectional connections from fast-spiking interneurons onto pyramidal neurons (Table 3).

### Table 2 Electrophysiological properties of PaS cell types

<table>
<thead>
<tr>
<th></th>
<th>Pyramid, n = 408</th>
<th>Non-fast-spiking interneuron, n = 43</th>
<th>Fast-spiking interneuron, n = 36</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vm (mV)</td>
<td>−66.3 (−71.4—60.2)</td>
<td>−65 (−70.5—60.6)</td>
<td>−65.8 (−72—62.3)</td>
</tr>
<tr>
<td>Input resistance (MΩ)</td>
<td>106.3 (80.1–133.9)</td>
<td>211.4 (148.2–271.9)</td>
<td>55.7 (48.3–73.1)</td>
</tr>
<tr>
<td>Sag Ratio</td>
<td>0.89 (0.85–0.92)</td>
<td>0.9 (0.85–0.93)</td>
<td>0.92 (0.89–0.95)</td>
</tr>
<tr>
<td>Membrane time constant (ms)</td>
<td>9.6 (7.7–11.8)</td>
<td>6.8 (5.1–10.3)</td>
<td>4 (3.4–4.4)</td>
</tr>
<tr>
<td>Membrane capacitance (pF)</td>
<td>106.7 (85.2–129.4)</td>
<td>47.3 (30.6–56.6)</td>
<td>74.8 (59.8–87.9)</td>
</tr>
<tr>
<td>Rheobase (pA)</td>
<td>160 (120–200)</td>
<td>80 (40–120)</td>
<td>400 (280–500)</td>
</tr>
<tr>
<td>AP threshold (mV)</td>
<td>−33.3 (−35.7—31.4)</td>
<td>−33.8 (−36.5—31.1)</td>
<td>−32.6 (−36.5—30.3)</td>
</tr>
<tr>
<td>AP half-width (ms)</td>
<td>0.69 (0.61–0.79)</td>
<td>0.68 (0.50–0.83)</td>
<td>0.24 (0.21–0.27)</td>
</tr>
<tr>
<td>AP height (mV)</td>
<td>65.9 (58.9–71.6)</td>
<td>48.5 (44.1–59.3)</td>
<td>48.7 (45–55.4)</td>
</tr>
<tr>
<td>Onset latency (ms)</td>
<td>288.7 (176.7–498)</td>
<td>83.8 (61–145.9)</td>
<td>34.1 (8.4–319.9)</td>
</tr>
<tr>
<td>Max dV/dt (V s⁻¹)</td>
<td>254 (195–316)</td>
<td>179 (135–256)</td>
<td>354 (286–417)</td>
</tr>
<tr>
<td>Min dV/dt (V s⁻¹)</td>
<td>−106 (−125—−86)</td>
<td>−96 (−134—−66)</td>
<td>−282 (−346—−220)</td>
</tr>
<tr>
<td>dV/dt ratio</td>
<td>2.4 (2.0–2.8)</td>
<td>1.9 (1.6–2.2)</td>
<td>1.2 (1.1–1.3)</td>
</tr>
<tr>
<td>AP1-AP2 int. (ms)</td>
<td>66.3 (52.7–76.8)</td>
<td>29 (18.5–40.4)</td>
<td>9.5 (7.6–17.3)</td>
</tr>
<tr>
<td>AP9-AP10 int. (ms)</td>
<td>58 (47.4–72.6)</td>
<td>37.1 (27.2–56)</td>
<td>10.4 (8.1–17.2)</td>
</tr>
<tr>
<td>Adaptation index</td>
<td>0.94 (0.82–1.12)</td>
<td>1.13 (0.82–1.44)</td>
<td>1.02 (0.75–1.21)</td>
</tr>
<tr>
<td>Min. ISI (ms)</td>
<td>10.6 (7.8–16.4)</td>
<td>4.2 (3.6–5)</td>
<td>3.9 (3.5–4)</td>
</tr>
<tr>
<td>Max. firing freq (Hz)</td>
<td>51 (37–65)</td>
<td>91 (61–119)</td>
<td>229 (160–302)</td>
</tr>
<tr>
<td>AHP (mV)</td>
<td>15.8 (13.3–18.3)</td>
<td>18 (14.9–21.4)</td>
<td>25.7 (23.4–27.6)</td>
</tr>
<tr>
<td>mAHP (mV)</td>
<td>2.3 (0.9–3.5)</td>
<td>2 (0.7–4.4)</td>
<td>1.7 (1.1–2.6)</td>
</tr>
</tbody>
</table>
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Figure 2. Pyramid to pyramid connections. (A1) Biocytin labeling of 4 simultaneously recorded pyramidal neurons in the PaS. Right, close of up somata and WFS1 labeling. In the top cell, WFS1 labeling was not detected but the cell was classified as a pyramidal neuron based on electrophysiological properties. (A2) Left, firing profiles and right, connectivity screen between 4 cells shown in A1. Postsynaptic traces are an average of 50 sweeps. (B) Histogram of EPSP amplitudes for pyramid-to-pyramid connections. P = 0.548, Shapiro–Wilk test on log-transformed values. Open bars represent unidirectional connections and filled bars, bidirectional connections. (C) Latency times of EPSPs for pyramid-to-pyramid connections. (D) Halfwidth of EPSPs in pyramid-to-pyramid connections. (E) Rise time of EPSPs in pyramidal connections. (F) Distribution of cells recorded from different depths with respect to the pia. (G) Number of tested (open bars) and found (filled bars) connections at different intersomatic distances. Red line represents the connectivity rate in each bin. No distance-dependence in connection probability was seen using the ordinal association test (P = 0.242). (H) Laminar directional dependence of connectivity with respect to presynaptic cell depth. Gray points indicate tested connections with no connectivity, black points indicate found connections (filled points correspond to bidirectional connections). Shaded red area indicates ±10 μm region discounted from statistical analysis for directional dependence. Right, schematic summarizes calculation method such that a positive value indicates deep-to-superficial connection and a negative value indicates superficial-to-deep connection. No directional-dependence was seen in connection probability using Fisher’s exact test to compare connection probability from deep-to-superficial cells versus superficial-to-deep cells (P = 0.810). (I) Number of tested (open bars) and found (filled bars) connections, and connection rate (red line) at different mean distances from the pia; P = 0.485, nominal association test.
Non-fast-spiking interneurons were recorded up to 400 μm from the pia (Fig. 4A). Connectivity rates did not significantly differ across the tested intersomatic distance range for either class of interneuron onto pyramidal neurons (Fig. 4B). Furthermore, we found no directional influence on connectivity rates from non-fast-spiking interneurons onto pyramidal neurons (Fig. 4C). Fast-spiking interneurons were recorded between 100 and 400 μm from the pia (Fig. 4D), in line with previous work showing their absence from very superficial regions (Sammons et al. 2019). Connectivity rates were not significantly influenced by intersomatic distance between fast-spiking and pyramidal neurons (Fig. 4E). Moreover, connectivity rates did not statistically significantly differ according to projection direction, and connections were seen across the full range of depths of the presynaptic fast-spiking interneurons (Fig. 4F).

**Pyramid to Interneuron Connections**

We observed only a single connection between pyramidal neurons and non-fast-spiking interneurons. In contrast, pyramidal neurons frequently contacted fast-spiking interneurons. Similar to pyramid–pyramid connections, the strengths of pyramidal neurons to fast-spiking connections also followed a log-normal distribution (Fig. 5B). The median latency of EPSPs was 0.8 ms, 0.8–1.2 IQR (Fig. 5C) and median rise time was 1.0 ms, 0.6–1.2 IQR (Fig. 5D). Mean halfwidth was 7.0 ± 5.0 ms (Fig. 5E). No differences were observed between uni- and bidirectional connections (Table 3). Furthermore, we found no evidence that intersomatic distance influenced connectivity rate (Fig. 5F), or any directional influence of connectivity (Fig. 5G).

**Discussion**

Defining the subcompartmental microcircuitry of the parahippocampal region is essential for our understanding of information flow through this circuit, as well as establishing how the spatially tuned functional properties of many of the neurons in this region arise. Here, we describe the local connectivity between the 3 major cell classes, pyramidal neurons, non-fast-spiking interneurons, and fast-spiking interneurons in the PaS, a structure that has been less well studied compared with its neighbors in the parahippocampal region.

**Pyramid to Pyramid Connectivity**

We observed a 4% connectivity rate between pyramidal neurons in the PaS, which is comparable to connectivity rates observed in neighboring regions containing spatially tuned neurons, including the presubiculum (4% pyramidal connectivity in deep layers; Peng et al. 2017) and the MEC (3.4% connectivity between L2/3 excitatory cells, Winterer et al. 2017). Although studies in the rat have previously divided the PaS into deep and superficial regions (Funahashi and Stewart 1997), other studies argue that the deep layers may not be associated with the PaS (Mulders et al. 1997; Burgalossi et al. 2011; Tang et al. 2016), and in the mouse this delineation is even less clear. Furthermore, although subtle differences in electrophysiological properties of the pyramidal classes are present, they lack a defined molecular basis (Sammons et al. 2019). Thus, we treated our excitatory population as one class. We did not observe any spatial influence on connectivity, neither in a nondirectional measure (intersomatic distance) nor in a directional measure (along the superficial to deep axis). This result contrasts with a previous study in the rat PaS, where a predominantly 1-way connectivity was described from superficial to deep cells (Funahashi and Stewart 1997). Moreover, this study observed strong interconnectivity between deep neurons. In contrast, we found all pairs of connected pyramidal neurons within 300 μm of the pial surface. However, it should be noted that our data are skewed to more superficially located cells due to the tapering shape of the PaS making very deep regions difficult to target. Interestingly, despite the more superficial location of our data, our results bear a striking resemblance to connectivity described in the deep layers of the presubiculum (both having 4% connectivity and within this similar levels of reciprocal connections, Peng et al. 2017) rather than the superficial layers in this region where connectivity is sparse (0.4% Peng et al. 2017). The discrepancies between our findings and those from earlier work may arise from differences in circuitry across the presubiculum and PaS, as well as species differences between rat and mouse.

Place cells in mice have lower information content and exhibit more instability than place cells in rats (Kentros et al. 2004; Hok et al. 2016). It is conceivable that such reduced stability and information content may be linked to less complex connectivity within the navigational circuitry. Moreover, the

### Table 3 Synaptic properties of uni and bidirectional connections

<table>
<thead>
<tr>
<th>Connection type</th>
<th>Amplitude, mV</th>
<th>P value</th>
<th>Latency, ms</th>
<th>P value</th>
<th>Halfwidth, ms</th>
<th>P value</th>
<th>Rise time, ms</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pyr-Pyr</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unidirectional,</td>
<td>0.47 (0.18–1.46)</td>
<td>0.107</td>
<td>1.8 (1.3–2.9)</td>
<td>0.107</td>
<td>14.3, (10.3–26.2)</td>
<td>0.009</td>
<td>2.2 (1.6–3.0)</td>
<td>0.026</td>
</tr>
<tr>
<td>n = 19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bidirectional,</td>
<td>0.23 (0.16–0.49)</td>
<td>1.4</td>
<td>(1.1–1.6)</td>
<td></td>
<td>7.5, (3.9–10.5)</td>
<td>1.0</td>
<td>(0.6–1.6)</td>
<td></td>
</tr>
<tr>
<td>n = 6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pyr-FS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unidirectional,</td>
<td>0.30 (0.22–2.36)</td>
<td>0.451</td>
<td>1.0 (0.7–1.2)</td>
<td>0.450</td>
<td>9.6, (5.0–14.2)</td>
<td>0.270</td>
<td>0.9 (0.5–1.3)</td>
<td>0.451</td>
</tr>
<tr>
<td>n = 5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bidirectional,</td>
<td>0.25 (0.19–0.66)</td>
<td>0.8</td>
<td>(0.8–1.0)</td>
<td></td>
<td>6.0, (3.4–6.4)</td>
<td>1.0</td>
<td>(1.0–1.1)</td>
<td></td>
</tr>
<tr>
<td>n = 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FS-Pyr</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unidirectional,</td>
<td>–0.31 (--0.66—0.21)</td>
<td>0.318</td>
<td>0.7 (0.6–0.8)</td>
<td>0.259</td>
<td>17.5 (6.5–29.9)</td>
<td>0.318</td>
<td>2.0 (1.2–2.5)</td>
<td>0.479</td>
</tr>
<tr>
<td>n = 12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bidirectional,</td>
<td>–0.42 (--0.71—0.27)</td>
<td>0.7</td>
<td>(0.6–0.9)</td>
<td></td>
<td>24.3 (24.3–29.2)</td>
<td>1.8</td>
<td>(1.6–1.8)</td>
<td></td>
</tr>
<tr>
<td>n = 5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Median and interquartile range for connection parameters in uni- and bidirectional connections of different synaptic pairings. P values are calculated from Mann–Whitney U test.
Figure 3. Inhibitory inputs onto pyramidal neurons. (A1) Left, firing profiles of a pyramidal neuron and non-fast-spiking interneuron. Right, presynaptic APs and corresponding postsynaptic response. (A2) Immunolabeling and biocytin filling of the corresponding neurons. Top row, cell is positively labeled with WFS1 but not reelin; bottom row, cell is WFS1-negative and reelin-positive. (B1) Left, firing profiles of a fast-spiking interneuron and a pyramidal neuron. Right, presynaptic APs and corresponding postsynaptic response. (B2) Immunolabeling and biocytin filling of the corresponding cells. Top row, cell is positively labeled with PV but not WFS1; bottom row, cell is WFS1-positive and PV-negative. (C) Amplitude of ISPSs from the 2 classes of interneurons onto pyramidal neurons. (D) Latency of IPSPs from the 2 interneuron classes onto pyramidal neurons. (E) Rise time of IPSPs from the 2 interneurons classes onto pyramidal neurons. (F) Halfwidth of IPSPs onto pyramidal neurons.

approach of mice and rats to navigational tasks may favor different sensory modalities, with rats more reliant on visual input and mice more heavily dependent on olfactory cues (Las and Ulanovsky 2014). Thus, given these different strategies, it is plausible that the 2 species exhibit differential routing of information and sensory integration within the parahippocampal regions, which may ultimately be underlined by differences in wiring patterns. Therefore, our results may reflect a more condensed circuit in the mouse PaS in comparison to the rat presubiculum and PaS, where distinct patterns of connectivity
Figure 4. Spatial analysis of inhibitory to pyramidal cell connections. (A) Locations of recorded non-fast-spiking interneurons. (B) Connectivity rate between non-fast-spiking interneurons and pyramidal neurons binned by intersomatic distance. Connectivity rate does not differ significantly across distance, $P = 0.501$, ordinal association test. (C) Projection distances of tested connections from non-fast-spiking interneurons onto pyramidal neurons, with respect to presynaptic cell depth. Gray points indicate tested connections; open, blue points indicate found unidirectional connections. Deep-to-superficial: 1/7 connected, superficial-to-deep: 3/14 connected; $P = 0.999$, Fisher's exact test. (D) Locations of recorded fast-spiking interneurons. (E) Connectivity rate between fast-spiking interneurons and pyramidal neurons binned by intersomatic distance. Connectivity rate does not vary significantly across distance, $P = 0.611$, ordinal association test. (F) Projection distances between presynaptic fast-spiking interneurons and postsynaptic pyramidal neurons. Gray points indicate tested connections; open, red points indicate unidirectional connections, filled red points indicate bidirectional connections. Deep-to-superficial: 3/12 connected, superficial-to-deep: 5/8 connected; $P = 0.167$, Fisher's exact test.
within and across layers are reported (Funahashi and Stewart 1997; Peng et al. 2017).

The potential lack of distance-dependence in the nondirectional measure is surprising given the several brain regions where distance-dependent connectivity has been reported, including the presubiculum (Peng et al. 2017), somatosensory cortex (Perin et al. 2011), and visual cortex (Seeman et al. 2018). This distance-dependence is thought to adhere to wiring principles aimed at balancing the economic cost of brain networks, by reducing the physical resources needed to connect synaptic partners, as well as increasing computational efficiency owing to faster conduction between neurons located closer to one another (Bullmore and Sporns 2012). The potential lack of spatial correlation in parasubiculum connectivity indicates that wiring in this region may be organized by some other rules, and given the relatively small size of the PaS these may not need to be distance-regulated to maintain a wiring-cost minimization. Moreover, the observation of overrepresented reciprocal connections indicates a nonrandom nature to the connectivity in the PaS. In cortical areas, it has been shown that cells are more likely to be connected if they share common input, functional properties or if they stem from the same progenitor cells (Yoshimura et al. 2005; Yu et al. 2009; Hofer et al. 2011; Ko et al. 2011; Cossell et al. 2015). One possibility is that grid cells, or head-direction cells with similar firing fields may be connected to one another. The functional organization of grid cells is still not fully understood. While we know that grid-scale changes across the dorsoventral axis (Hafting et al. 2005; Stensola et al. 2012), and that grid cells in the MEC physically cluster (Heys et al. 2014), we still lack a direct measurement of connectivity between grid cells within or across grid modules.

Our use of acute slices precludes us from determining spatial tuning properties of the cells we record. However, advancements in imaging technology have recently enabled calcium imaging in vivo of spatially tuned cells in the MEC (Heys et al. 2014; Sun et al. 2015; Gu et al. 2018). Thus, future studies may apply a similar approach to that taken in other cortical areas and determine connectivity in acute slices between neurons previously imaged in vivo where the spatial tuning and firing fields have been discerned (Ko et al. 2011).
Pyramid and Interneuron Interactions

We classified inhibitory neurons into either non-fast-spiking or fast-spiking, using reelin and PV respectively as proxies for these 2 classes, and classifying cells based on their electrophysiologically properties. Although these 2 markers alone do not cover the whole breadth of interneurons present in the PaS, together they form a large fraction of inhibitory neurons in the PaS (Sammons et al. 2019) and are known to be expressed in entirely distinct subcategories of interneurons derived from different streams of the ganglionic eminence during development (Miyoshi et al. 2010; Rudy et al. 2011). Between pyramidal neurons and non-fast-spiking interneurons, we observed a heavily skewed connectivity in favor of inhibition onto the pyramidal neurons, suggesting that the main excitatory drive onto the non-fast-spiking interneurons originates from an external source and that these neurons may provide feedback inhibition. Although the rate of connectivity from non-fast-spiking interneurons on pyramidal cells that we observed in the PaS (13%) falls roughly in line with that in the presubiculum (9.5% in deep layers and 17.6% in superficial layers), work in the presubiculum shows similar levels of connectivity from pyramids onto non-fast-spiking interneurons (11.4% and 18.4% in deep and superficial layers, respectively) (Peng et al. 2017). This result is in stark contrast to the 2.6% connectivity we observed from pyramids onto non-fast-spiking interneurons. Thus, in the PaS there may be very low levels of feedback inhibition coming from the non-fast-spiking interneuron population compared with the presubiculum. Meanwhile, the non-fast-spiking interneurons in the PaS may play a greater role in modulating signals from other brain areas, such as the medial septum or anterior thalamus, and providing feedforward inhibition.

In contrast to the non-fast-spiking interneurons, high levels of connectivity in both directions were observed between fast-spiking interneurons and pyramidal cells (44% fast-spiking interneuron onto pyramid, 23% pyramid onto fast-spiking interneuron). Moreover, the rate of connectivity from fast-spiking interneurons onto pyramidal neurons was higher than reported in the presubiculum (10–25%; Peng et al. 2017) and fell more in line with levels of connectivity seen in cortical regions, including the MEC (Couey et al. 2013), the lateral EC (Nilssen et al. 2018) and the visual cortex (Yoshimura and Callaway 2005). Reciprocal connections were detected between fast-spiking interneurons and pyramidal neurons, and although they were not overrepresented as observed in the presubiculum (Peng et al. 2017), the high level of interconnectivity between these 2 cell classes demonstrates a feedback inhibition loop, which would provide the strong recurrent connectivity necessary for attractor network-based models of grid cell activity (Couey et al. 2013; Simonnet et al. 2017).

The strong connectivity between fast-spiking interneurons and pyramids in the PaS may also play an important role in the orchestration of theta activity in the PaS. Theta activity occurs during locomotion and exploration behaviors (Vanderwolf 1969), and during rapid eye movement (REM) sleep (Jouvet 1969). Abolishment or reduction of theta oscillations in the entorhinal cortex disrupts grid cell activity, indicating the importance of this rhythmic activity for these cells’ spatial tuning (Brandon et al. 2011; Koenig et al. 2011). Moreover, the activity of an individual neuron relative to the population provides a temporal code that may be essential for spatial processing, demonstrated by phase precession. This process, whereby grid and place cells shift their firing with respect to the phase of the theta cycle as an animal traverses through the cells firing field, is thought to underlie path integration (O’Keefe and Recce 1993). Parasubicular neurons show only weak phase precession but strong rhythmic firing patterns (Glasgow and Chapman 2007; Boccara et al. 2010; Ebsen et al. 2016; Tang et al. 2016). With their precision spike timing rendering them effective regulators of oscillatory activity (Stark et al. 2013; Amilhon et al. 2015), the fast-spiking interneurons are likely to play a key role in the maintenance of the rhythmic theta activity present in the PaS. In contrast, the presubiculum shows lower levels of theta modulation and theta-modulated grid and head-direction cells (Boccara et al. 2010; Tukker et al. 2015; Preston-Ferrer et al. 2016), which may explain the difference in interconnectivity rates between fast-spiking interneurons and pyramids across these 2 neighboring brain regions.

Log-Normal Distribution of Synaptic Weights

We observed a log-normal distribution of synaptic weights among excitatory connections, an observation that has been described in multiple brain regions including the presubiculum (Peng et al. 2017), visual cortex (Song et al. 2005; Cossell et al. 2015), somatosensory cortex (Frick et al. 2008; Lefort et al. 2009), CA3 (Ikegaya et al. 2013), CA1 (Manabe et al. 1992), and cerebellum (Ito and Barbour 2002). Moreover, log-normal distributions have been observed in numerous features in the brain from neuronal firing rates to dendritic spine sizes, and, are thought to outline a fundamental principle across different scales of brain processes (Buzsáki and Mizuseki 2014). Our finding provides further support for this general principle, and in particular, emphasizes the global nature of the phenomenon by describing log-normal synaptic weights in a brain region where they have previously not been reported. The proposed advantages for a long-tailed distribution of synaptic weights include increased network stability, optimized capacity for information storage and transmission, and a greater dynamic range for plasticity (Varshney et al. 2006; Teramae et al. 2012; Iyer et al. 2013). Strongly weighted synapses are proposed to support low frequency firing during rest periods, while the many weak synapses may maintain a neurons’ membrane potential and provide a level of background noise that enhances the correlation between neurons connected by strong synapses (Teramae et al. 2012). Thus, synaptic weights in the PaS adhere to a commonly described principle of neuronal wiring.

PaS Influence on Navigational Circuity

Our results have demonstrated that attractor-like properties exist within the PaS, and thus, according to models, the connectivity within this brain region would be capable of supporting grid cell firing patterns. The mechanisms generating grid cell firing, in particular in layer 2 of the MEC where the majority of grid cells are found (Boccara et al. 2010), remain unclear. Computational models have predicted both recurrent connectivity and theta oscillations as essential features for the emergence of spatial firing (Fuhls and Touretzky 2006; McNaughton et al. 2006; Hasselmo et al. 2007; Buzsáki and Piela 2009; Burt and Pasternak 2011; Burgess and O’Keefe 2011). Here, we demonstrate connections that may represent both of these features and, provide additional information and constraints for the further development of such models. The observed interpyramidal connectivity, along with the frequent interactions between
pyramidal cells and fast-spiking interneurons fit attractor network properties for supporting spatially tuned firing. Moreover, the strong interactions between pyramidal cells and fast-spiking interneurons may orchestrate theta rhythmicity in the PaS and maintain subthreshold oscillations in the membrane potential of pyramidal neurons.

Upon repeated exposure to environments, grid cells and head direction cells maintain similar phase and orientation preferences with reference to external cues (Hafting et al. 2005), indicating that sensory inputs including visual and vestibular information may be crucial. The PaS, along with the presubiculum, is one of the first regions in the circuitry showing grid cell activity. Therefore, incoming projections from regions including the anterior thalamus, with head-direction information, combined with the local connectivity demonstrated here may suffice to generate grid cell-like firing patterns. Non-fast-spiking interneurons in the PaS may be involved in the modulation of the incoming projections via feedforward inhibition, whereas fast-spiking interneurons may orchestrate the temporal integration of signals.

Combined with previous anatomical work demonstrating the strong connection between PaS and the MEC, the PaS may be a source of grid cell activity from which the MEC can inherit and refine these tuning properties. The spatial firing generated in the PaS may be carried downstream to the region’s major output target, the MEC. This information may be directly transmitted to layer 2 principal cells, the most populous site of grid cells. Alternatively, the information may reach layer 2 indirectly via connections to other layers including layer 3 (Canto et al. 2012), which in turn drives layer 2 stellate cells (Winterer et al. 2017). Future studies may address the cell-type specificity of PaS connections to the MEC. All in all, our findings on the electrophysiological and connectivity profiles of the PaS neurons can be used to further develop detailed single cell and network level biophysical plausible models of the PaS. Future modeling work would potentially investigate how the intrinsic cellular properties and the network level motifs between the excitatory and inhibitory PaS populations may serve the generation of grid-like behavior and the overall computations in this area.

Summary

In summary, we find that the microcircuitry of the PaS shares some common features with local circuits in other parahippocampal regions. Specifically, levels of excitatory connectivity were similar to the presubiculum and MEC, and the nonrandom organization was further reminiscent of the presubiculum. Interactions between pyramidal neurons and fast-spiking interneurons were strong, similar to many cortical regions, and likely play an important role in the temporal organization of activity in this region. We observed overrepresentation of reciprocally connected pyramids, indicating nonrandom organization of connectivity. However, in contrast to reports from numerous brain regions, we did not observe distance dependence of connectivity. Thus, our work supports the notion that local wiring circuits in the brain follow a number of fundamental principles (nonrandom, log-normal synaptic weights), whereas region-specific divergences (levels of inhibition, distance-wiring rules) may allow for function-specific processing. Moreover, our work complements the growing field of connectomics, and more specifically fills a gap in our current knowledge of the navigational circuitry by elucidating the connectivity scheme within the PaS.

Supplementary Material

Supplementary material can be found at Cerebral Cortex online.
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