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Abstract Complexity and limited knowledge render it impractical to write down the equations describing
a cellular system completely. Cellular biophysics uses hypotheses-based modelling instead. How can we
set up models with predictive power beyond the experimental examples used to develop them? The two
textbook systems of cellular biophysics, Ca®* signalling and neuronal membrane potential dynamics, both
face this question. Both systems also have a non-equilibrium feature in common: on different time scales
and for different observables, they exhibit stochastic spiking, i.e., sequences of stereotypical events that
are separated by statistically distributed intervals, the interspike intervals (ISI). Here we review recent
progress on the description of Cat spikes in terms of blips, puffs and cellular Ca" spikes and focus on
stochastic models that can explain the statistics of the single ISIs, in particular its mean and variance
and the cell-to-cell variability of these statistics. We also review models of the stochastic integrate-and-fire
type and measures like the spike-train power spectrum or the serial correlation coefficient that are used
to describe neuronal spike trains. These concepts from computational neuroscience might be applicable
for understanding long-term memory effects in Ca®* spiking that extend beyond a single ISI, such as

cumulative refractoriness.
1 Introduction

The program of theoretical physics for understanding
a given system is to specify first principles to it and
to solve the resulting equations. That program has
been extremely successful and defined our idea of an
exact and quantitative science. The predictive power of
the first principles originates from the astonishing cor-
respondence between experimental objects and math-
ematical structures. The mechanics of macroscopic
objects corresponds to variational principles and differ-
ential equations, the behaviour of microscopic objects
corresponds to operator theory in Hilbert spaces.

The biophysics and biochemistry of cells obey the
first principles, too. But cells consist of many com-
ponents and interactions. Specifying the fundamental
equations of physics to a living cell is close to impracti-
cable. The approach of theoretical biophysics is conse-
quently what usually is called mathematical modelling.
Instead of a derivation from first principles, a hypothe-
sis on the components and interactions assumed to be
most relevant for a specific process of interest defines
the model equations. The assumptions need to be ver-
ified retrospectively by contrasting model predictions
with experimental results. Modelling has to find the
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balance between capturing all relevant components,
manageable complexity and the purpose of the model.
Within this balance and in particular since modelling
lacks the certainty of first principles, it is fundamental
to start the formulation of the model equations within
the mathematical structures to which the system to be
modelled corresponds to gain predictive power. Oth-
erwise a model might capture the experiment used to
develop it, but very likely fails in predictions beyond
this specific setting.

Only a few cellular dynamical systems are currently
characterized well enough for identifying the mathe-
matical structure corresponding to them. Intracellu-
lar Ca®*" dynamics is one of them. The Ca®" path-
way translates extracellular signals into intracellular
responses by increasing the cytosolic Ca?t concentra-
tion in a stimulus dependent pattern [7,32,94]. The con-
centration increase can be caused either by Ca?' entry
from the extracellular medium through plasma mem-
brane channels, or by Ca*" release from internal storage
compartments. In the following, we will focus on inosi-
tol 1,4,5-trisphosphate (IP3)-induced Ca*" release from
the endoplasmic reticulum (ER), which is the predom-
inant Ca?" release mechanism in many cell types. IP3
sensitizes Ca®t channels (IP3Rs) on the ER membrane
for Ca®" binding, such that Ca®" released from the ER
through one channel increases the open probability of
neighboring channels. This positive feedback of Ca®" on
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its own release channel is called Ca?"-induced-Ca®"-
release (CICR). Opening of an IP3R triggers a Ca®"
flux into the cytosol due to the large concentration dif-
ferences between the two compartments. CICR some-
times strongly multiplies channel opening to a global
release and concentration spike. The released Ca’" is
removed from the cytosol either by sarco-endoplasmic
reticulum Ca®" ATPases (SERCAs) into the ER or by
plasma membrane Ca®>" ATPases into the extracellular
space.

IP35Rs are spatially organized into clusters of up to
about fifteen channels within an area with a diameter of
100-500 nm. These clusters are scattered across the ER
membrane with distances of 1-7 wm[10,53,59,85,92,
93]. CICR and Ca?* diffusion couple the state dynam-
ics of the channels. Given that the diffusion length of
free CaT is less than 2 wm due to the presence of Ca*"
binding molecules in the cytoplasm and SERCAs, the
coupling between channels in a cluster is much stronger
than the coupling between adjacent clusters [96]. The
structural hierarchy of IP3Rs from the single channel to
clusters and cluster arrays on cell level shown in Fig. 1 is
also reflected in the dynamic responses of the intracellu-
lar Ca?" concentration as revealed through fluorescence
microscopy and simulations [10,62,97,108]. Openings of
single TP3Rs (blips) may trigger collective openings of
IP3Rs within a cluster (puffs). Ca®" diffusing from a
puff site can then activate neighboring clusters, even-
tually leading to a global, i.e., cell wide, Ca®" spike
[35,53,62,63]. Repetitive sequences of these Ca’* spikes
encode information that is used to regulate many pro-
cesses in various cell types [7,55,73].

Ca’" exerts also a negative feedback on the chan-
nel open probability, which acts on a slower time scale
than the positive feedback, and has a higher Ca?" half
maximum value than CICR [10,50,63,67,99,108]. This
Ca’T-dependent negative feedback helps terminating
puffs. Therefore, the puff probability immediately after
a puff is smaller than the stationary value but typi-
cally not 0. Channel clusters recover within a few sec-
onds to the stationary puff probability from this Ca®"-
dependent inhibition [10,50,63,67,99,108].

The negative feedback terminating global release
spikes causes an absolute refractory period Ty, as part
of the interspike intervals (ISIs) lasting tens of seconds
[71,100,107]. The molecular mechanism of this feed-
back is pathway and cell type specific and not always
known. A negative feedback on the IP3 concentration
might be involved [5,69]. Hence, the negative feedback
that determines the time scale of interspike intervals
is different from the feedback contributing to interpuff
intervals. It requires global (whole cell) release events.

Modelling of Ca?' signalling has relied heavily on
ordinary differential equations in the last decades,
established as the rate equations for the average frac-
tions of IP3Rs in states corresponding to IP3R state
schemes and spatially averaged Ca?", TIP3 and buffer
concentrations [86-88,104]. This approach neglects noise
and fluctuations [89]. However, the experimental evi-
dence both on puffs and sequences of global spikes
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Fig. 1 Hierarchical organization of IP3 induced Ca’®" sig-
nalling with concentration signals of the corresponding
structural level. The elementary building block is the IPsR
channel (bottom). It opens and closes stochastically. An
open channel entails Ca®* release into the cytosol due to
the large concentration difference between the ER and the
cytosol. Since channels are clustered, opening of a single
channel, which is called a blip, leads to activation of other
channels in the cluster, i.e., a puff (middle). The cluster
corresponds to a region with Ca’" release with a radius R
that is fixed by the number of open channels. The stochastic
local events are orchestrated by diffusion and CICR into cell
wide Ca®™ waves, which form the spikes on cell level (top).
(Figure from ref. [83].)

demonstrated random behavior and, therefore, the rel-
evance of higher moments. Additionally, most models
do not distinguish between local and global processes
and feedbacks. That entailed in the end dependencies
of system characteristics like, e.g., the average inter-
spike interval (period) on measurable parameter val-
ues which deviate from experimental observations or
require parameter values not supported by measure-
ments [88,104]. The purpose of most models is to sim-
ulate cellular behavior, and ordinary differential equa-
tions are very convenient to that end. Their derivation,
however, has to take the large fluctuations into account,
i.e., has to start from stochastic theory as the mathe-
matical structure corresponding to Ca?" dynamics. We
will illustrate with the Siekmann IP3R model, how this
might be done.

An alternative to simulating cellular behavior by dif-
ferential equations is to determine the distribution of
cellular properties generated by the noise inherent to
the system [38,54]. Such an approach would correspond
more to the noisy character of cell dynamics, but will
only take hold, if the analysis of experimental results
engages into such a view on cellular behavior and mea-
sures distributions and/or their moments [54]. We will
discuss a concept for calculating the first two moments
of the interspike interval distribution.
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Ca’" spikes and their statistical measures have also
some similarity with sequences of neural action poten-
tials, the famous neural spike trains. We will also briefly
discuss how concepts from computational neuroscience,
such as multidimensional integrate-and-fire models and
spike train power spectra could be useful to model and
analyze Ca®" spiking.

2 Experimental results defining modelling
concepts

2.1 Puffs are the local dynamics of Ca®*T signalling
2.1.1 Puff properties

Increasingly advanced experimental methods have pro-
vided a rich set of data that may guide modelling
approaches [45,59,60,79,81,100,102,106]. Single IP5R
channels within a cluster stochastically bind and unbind
IP5 and Ca’". In a state with high open probability,
the channels open and close on a millisecond time scale
in patch clamp experiments [43]. That time scale does
not show up on opening/closing steps of cellular puff
measurements probably due to filtering by the involved
reaction-diffusion processes of dye-based recordings.

Due to CICR, a single IP3R opening can increase
the open probability of neighbouring channels until the
complete cluster opens and releases Ca’", creating a
puff. But gating of IP3Rs is biphasically dependent on
[Ca®T] at intermediate [IP3]. Up until a few wM the
open probability increases with increasing [Ca2+], while
even higher [Ca®"] inhibits the IP3Rs, represented by a
bell-shaped open probability curve [8]. [Ca®*] around or
in clusters becomes very large fast during puffs, easily
reaching tens of pM or more, Fig. 2 [6]. These are con-
centrations in the inhibitory regime (s. microdomains),
such that Ca®" release also has a fast negative feedback
component on clusters.

Recent experiments on puff behavior of all three iso-
forms of the IP3R shed light on their local dynamics
in form of puff frequency, puff amplitudes, open chan-
nels per puff, rise and fall times, and duration [59]. The
average puff duration (full duration at half-maximum,
FDHM) is about 41 ms £ 3 ms for wild-type IP3Rs.
While the opening of clusters is explained by CICR
within clusters, possible closing mechanisms of single
IP3Rs and clusters are still being discussed. Among pos-
sible puff termination mechanisms are stochastic attri-
tion (there is always a probability for many channels to
spontaneously close together within a short time win-
dow), local ER-depletion (the ER becomes devoid of
Ca’" locally, not able to support local cluster Ca?"
efflux), luminal activation (regulation by Ca** or other
molecule species on the ER-side of the IP3R), or cou-
pled gating (single closing may trigger closing of the
cluster due to coupled channel dynamics) [90]. High
[Ca®T] together with the biphasic Ca®" dependency is
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also assumed to be at least a contributing factor of puff
termination [106].

Various single channel behaviours in the course of a
puff have been measured in experiments. While a steep
increase of the fluorescence signal measured directly
at puff sites as a quick opening of coupled channels
is common, the termination of puffs can be realized in
numerous ways. Smooth decay, step-wise decay, or clos-
ing with infrequent re-opening or bursting re-openings
are among the most occurring channel closing scenar-
ios or puff shapes, respectively [106]. Sometimes mul-
tiple IP3Rs within one cluster close almost in near-
synchrony in experiment on some occasions, yielding
the seldom occurring block puff [106]. This occurred
more often compared to expectations based on sets of
independently closing channels (stochastic attrition).
Observation of neighbouring open IP3Rs within clus-
ters with either one or two open channels confirmed
deviations from the behavior of pairs of independent
channels. This overall behaviour cannot be explained
by inhibitory fast high Ca*" (biphasic open probabil-
ity) or local ER~depletion, suggesting an important but
yet unknown channel coupling mechanism leading to
coupled gating that renders puff duration and channel-
coupled puff termination robust.

While regulation of IP3Rs by luminal Ca** content
or other molecules inside the ER has been a seem-
ingly intractable question for decades, recent exper-
imental studies have found further support for the
hypothesis of luminal control. IP3Rs have been reported
to be regulated by luminal [Ca*'|gr and likely the
widely-expressed luminal Ca?' buffer protein annexin
A1l (ANXA1) which together inhibit IP3Rs at high
[Ca?t]gR [102].

New findings suggest that IP3Rs have two distinct
modes of Ca®T release. A punctate liberation mode dur-
ing the rise of the Ca?" transient which is then followed
by a diffuse mode that sustains global Ca" release. The
punctate mode is terminated before reaching the peak,
likely through an yet unknown mechanism regulated
by [Ca®T]gr. These two modes could also target dif-
ferent effector species, regulating different downstream
elements of the IP3 induced Ca®" signalling pathway.
(60]

2.1.2 The dynamic regime of the local dynamics

Intracellular Ca®" dynamics is a reaction diffusion sys-
tem. The reactions comprise release of Ca?" from the
ER, pumping by SERCAs, buffering and the bind-
ing/unbinding with other Ca®" binding sites. The reac-
tion dynamics is local, diffusion provides the spatial
coupling. The dynamic regime (excitable, bistable or
oscillatory) of a reaction diffusion system is dominated
by the the dynamic regime of the local dynamics. From
a structural point of view, the local dynamics are the
cluster dynamics.

[Ca®T] profiles in the vicinity of single IP3Rs and
within clusters cannot be measured directly, but can
be simulated [96] or calculated analytically in good

@ Springer



2914
120 T . ’
[:0.1“5
100 t=lps==-=-
t=10pus ------
S 80 t=1000 s --=----ee-
=
— 60
I
&
© 40
20
. \_;; —-.'_".'_‘_"_"_"_"_"_"_;'.".“.' """"
0.04 006  0.08 0.1
r [um]

Fig. 2 Ca®" concentration profile around a IP3R (cluster).
While [Ca®*] peaks at the cluster located at r=0 pm, [Ca®*]
distanced from the cluster will be one to two orders of mag-
nitude smaller. Since IP3R dynamics are subject to [Ca®*]
in very close proximity to them, this makes meaningful cell
wide spatial averaging difficult at best [6]

approximation [6,96]. The [Ca®"] at the cluster loca-
tions is about one or two orders of magnitude larger
than spatially averaged concentration values, and
decreases steeply with increasing distance from the
channel, Fig. 2. This leads to the existence of micro-
domains of large [Ca®*] at clusters with open channels,
which are only weakly coupled to neighboring clusters
by steep concentrations gradients. It is the local Ca*"
dynamics that affects cluster dynamics the most.

The Ca*" concentration at closed clusters is the rest-
ing concentration in the range of < 100 nM. Concentra-
tions at open channels are >20 pM [6,96]. The dynamic
range of the regulatory binding sites for both the
positive and negative feedback of Ca?' to the open
probability extends from a few hundred nM to micro-
molar values below 10 pM/[43,49,95]. Oscillatory dynam
ics require concentration values in the dynamic range.
However, with these large concentration changes, the
system essentially never is in this dynamic range and
the regime of the deterministic limit of the cluster
dynamics is either excitable or bistable (except tiny
parameter ranges) [97].

This conclusion is supported by an investigation into
the time scales on cluster level. Typical interpuff inter-
vals last a few seconds [25,26,53,99], interspike inter-
vals are in the range from about 20 s to a few minutes.
If the local dynamics were oscillatory and caused the
sequence of spikes, the time scale of the ISI should be
detectable as a temporal modulation of properties of the
puff sequence at a given site. That has not been found
[99]. A modulation of puff sequences on the ISI time
scale could not be detected and no evidence of an oscil-
latory regime of the local dynamics has been observed
[99]. The ISI time scale has only been observed on cell
level.

Replacing local Ca®" concentrations with globally
averaged [Ca®T] values as the input for TP3Rs, even
though their values differ by orders of magnitude, leads
to misleading IP3R and Ca®" dynamics [97]. Averaged
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global concentrations during spikes are in the dynamic
range of the IP3R regulatory binding sites thus allowing
for cluster-cluster cougling. Using them in mathemat-
ical models as the Ca*' concentration experienced by
the IP3R entailed oscillatory dynamics. However, that
dynamic regime shrinks to negligible parameter ranges,
high frequency and tiny global amplitudes with realis-
tic local concentrations [97] and could not be verified by
local measurements [99]. Thus IP3R Ca®" dissociation
constants guarantee spatial coupling but do not allow
oscillatory local dynamics.

2.2 The cellular global dynamics of Ca®" signalling
2.2.1 Interspike intervals of global spikes are random

Once a cluster of IP3Rs opens to create a puff, the
released Ca®T diffuses within the cell. If it reaches
neighbouring clusters there is a probability of trigger-
ing follow up puffs. This can then become a self ampli-
fying process, until a critical number of open clusters
is reached, resulting in a cell-wide Ca’" release event,
called a Ca?" spike [61]. These global spikes can be
measured similar to measuring local puffs and can be
described with the same quantities, like interspike inter-
val (IST), duration, or amplitude. Measuring a sequence
of Ca" spikes over a few minutes to hours yields a spike
train from which we obtain the sequence of interspike
intervals, Fig. 3. Just like blibs and puffs, spike times
are inherently random, the ISI as a property of sub-
sequent spike times is random as well. A global Ca*"
spike has an inhibitory effect on subsequent puff events.
The recovery form that inhibition takes tens of seconds,
i.e., it is negative feedback on long time scales. It cre-
ates an absolute refractory period Ty, during which
no puffs occur.

We can quantify how random spike timing of a given
spike train is by the relation between the standard devi-
ation o of ISIs and the average ISI, T,,. We see in Fig. 3
that they are linearly related like

0 =a(Tay — Tiin) - (1)
Such a linear relation has been found for all cases
investigated (8 cell types and 10 conditions [17,28,
31,81,100], see also [68]). The coefficient of variation
of the stochastic part T,y — Tmin of the ISIs is CV
= 0/(Tav — Tmin) = «. The larger the CV, the more
stochastic is the output of a given process. A CV value
equal to 1 indicates a Poisson process, which is maxi-
mally random. A vanishing CV indicates a determinis-
tic process.

We determined the CV or « resp. as the slope of the
linear approximation to population data as in Fig. 3,
and from 2 experimental conditions with an individ-
ual cell. We found both values to agree [80,82] turn-
ing « into an observable not subject to cell variability
(which is different from the results with puff sites in this
respect [99]). Additionally, the value of o turned out to
be robust against changes of buffering conditions [81],
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Fig. 3 A-D Fluorescence signals of Ca®" spike trains
(upper panels) and extracted ISI sequences (lower panels)
from four different cell types. ISI are irregular. F—G The
standard deviation of ISIs against their average, each dot

stimulation stren%th and three pharmacological pertur-
bations of the Ca®" signalling system. That surprising
robustness turns Eq. (1) into one of the equations defin-
ing Ca®" signalling from the perspective of quantitative
approaches. The value of « is set by the time scale of
recovery from global negative feedback terminating the
release spikes [98].

2.2.2 The relation between average interspike interval
and stimulation

Cells are stimulated by extracellular agonists [A] bind-
ing to receptors in the cell membrane. The strength of
stimulation controls the intracellular concentration of
IP3. In general, we observe only puffs at low stimula-
tion, spikes at intermediate agonist concentration and
maintained high Ca’" concentration in some cell types
and with some pathways at very strong stimulation.
Within the spiking regime, cells respond to an increase
of agonist concentration with a decrease of the average
ISI, T,y [36,100]. It was found for all pathways tested
that the population averaged response could be well fit
to a single exponential function which depends on the
strength of the stimulus, given by the extracellular ago-
nist concentration [4], Fig. 4, that is

T A] - [Aref])

pop — Aref e_ﬁ([ — Tinin. (2)

Here Tiip is the smallest ISI reached at strong stim-
ulation, i.e., the absolute refractory period plus spike
duration, and Tef the reference ISI at a reference ago-
nist concentration [A¢]. 5 is a constant for a given
cell type and signalling pathway. We also found S to
be the same for all individual cells. Hence, it is another
observable defining Ca®" signalling from the perspec-
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Fig. 4 Relation between ISI population average Tpop and
and agonist concentration stimulating the cells for three cell
types and four pathways. The lines are fits to Eq. (2). Figure
from [100]

tive of quantitative approaches. A third observable not
subject to cell variability is Tip.

All the cell-to-cell variability is represented by Tyef
e [Aret] [A,ef] determines the position of the concentra-
tion response relation on the [A]-axis. It can be chosen
to be the agonist concentration at the onset of spiking.

That exponential dependency on stimulation in Eq. (2)
follows from paired stimuli experiments, i.e., runs much
deeper than a simple direct fit of an ansatz to experi-
mental data. The change of the average stochastic part
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of the IST AT,, due to an agonist concentration step is
proportional to the average stochastic part Thy1 — Tinin
at the lower agonist concentration T,yq [100]:

ATaV = Bs (Tavl - Tmin) . (3)

In general, 5; depends on the agonist concentration [A]
and the concentration step A[A]. Experiments showed
00s/0[A] = 0 and 00s/0A[A] = const = (3, which
entails the exponential relation Eq. (2) with the same
g for all individual cells [100].

2.2.3 Long time scales from slow global processes and
small spike probabilities

With some cell types, individual cells or experimental
situations, T,, is much longer than any time scale that
is relevant for the state dynamics of clusters or even
global cellular dynamics. From a dynamical systems
point of view applying to deterministic models, this
should not be possible, since each time scale requires
a process setting it. However, long time scales might
result simply from small probabilities and not from a
slow process. Decay of a single radioactive atom for
example happens at a random moment in time. If the
atom is rather stable, decay is unlikely and it takes a
long time on average to happen. But there is no pro-
cess leading to the decay event. The state of the atom
is stationary up to the time of the event. That may
also apply to spike generation with the cell in the role
of the atom and generation of a spike corresponding to
the decay event. If the spike generation probability is
small, we may observe long average ISIs and the state
of the cell before the spikes is essentially stationary.
There is no process setting the long time scale in that
case.

Alternatively, there might be a slow process setting a
long average ISI. The recovery from the negative feed-
back, which terminates spikes, is a prime candidate for
such a slow process. The negative feedback might for
example decrease [IP3] [5], which then needs to recover
before the next spike can occur. The inhibitory effect
is a substantial decrease of the puff probability, which
entails an absolute refractory period.

We can use the CV or « to assess the relative weight
of small probability vs slow process in setting T,,. If
the CV is equal to 1, the ISIs follow an exponential dis-
tribution and are maximally random. There is no slow
process setting the long time scale in that case, very
similar to nuclear radioactive decay of an atom. A CV
of 0 would indicate a purely deterministic and noise-
free process with vanishing deviation. If the CV value
is between 0 (deterministic) and 1 (pure randomness), a
slow process changes the spike probability without ren-
dering spike generation deterministic. Note, the average
ISI is not simply the inverse of the recovery rate in that
regime [39]. Measured CVs are between 0.2 (e.g., stim-
ulated hepatocytes) and 0.98 (e.g., spontaneous spiking
in microglia).
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3 Open problems

We consider as open problems what is lacking for a
theory able to derive the cellular signals from molecu-
lar properties. The large cell-to-cell variability defines
here what is meaningful to be described by theory. An
intuitive explanation for cell variability among many
other possibilities might be the differences in the rela-
tive cluster positions. However, also this question has
not been exhausted yet.

The puff property distributions for amplitude, dura-
tion and IPI have been simulated or described by
ansatzes by a variety of groups [14-16], but have not
been analytically derived yet. We cannot expect ana-
lytic expressions using realistic channel models (see
below), but the distributions have not been written
down even for strongly simplified models. Lock et al.
recently demonstrated that all three IP3R isoforms gen-
erate similar puff property distributions sampled from
many puff sites [59]. Hence, the distributions cannot
depend on detailed molecular properties and a simplify-
ing approach as common ground would make sense and
would be a starting point providing conceptual under-
standing.

The situation with respect to global signals is similar.
The interspike interval distribution for ISI sequences
normalized by the average has been measured for HEK
cells and spontaneously spiking astrocytes [84] and sim-
ulated [37], but it has not been derived yet. The robust-
ness of the coefficient of variation CV has been very well
confirmed experimentally [81,98,100] and has been sim-
ulated [72,82,83,98], but has neither been derived in
some analytical work.

The concentration response curve of the average ISI
shows an exponential dependency on the extracellular
agonist concentration stimulating the cell [100]. The
agonist sensitivity in the exponent is cell type and path-
way specific [100]. The pre-factor of the exponent picks
up all the cell variability. This detailed knowledge on
the concentration response curve also awaits its theo-
retical explanation.

Open problems with respect to methods mainly con-
cern the role of fluctuations. The large values of coef-
ficients of variation on all structural levels demon-
strates that fluctuation are not negligible. Their poten-
tial role becomes more tangible by considering intra-
cellular Ca®" signalling as a deterministic reaction-
diffusion system. The dynamic regime is then fixed by
the local dynamics. We have no experimental evidence
for an oscillatory local dynamics of intracellular Ca*"
signalling [99], and the whole literature on puffs sug-
gests the local dynamics to exhibit only time scales
of a few seconds. The experimental results are com-
patible with an excitable regime of the local dynamics.
Consequently, spikes are due to fluctuations. Concepts
taking fluctuations along in systems of ordinary differ-
ential equations (ODEs) exist [109], but have not been
applied to the system, yet. We will discuss them also
below.
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4 Modelling concepts from molecular
properties to global dynamics including
fluctuations and noise

The essence of the Ca?" signalling system is defined by
its general properties, which are also the basic require-
ments models should meet:

— The sequence of dynamic regimes with increas-
ing stimulation: puffs, spikes, permanently elevated
Ca’". Pathway dependent also a bursting regime
may follow or replace the spiking regime.

— The dynamics of individual clusters are not oscilla-
tory on the time scale of ISI.

— Cell-to-cell variability of average ISI is large.

— The spiking regime obeys Eqs. (1), (2) and (3) with
Tinin, @ and v being cell type and pathway specific
but not subjected to cell variability.

— ISIs depend sensitively on parameters of spatial cou-

pling.

These general properties apply to all cells. Cells
exhibit variability with respect to concentrations of the
functional proteins, geometry of clusters and the cell-
wide cluster array, ER luminal Ca?" content etc. The
general properties of Ca**t signalling cannot depend on
the details of these highly variable cellular character-
istics, which calls for models as simple as possible but
meeting the above requirements.

Puff models should start from the molecular proper-
ties of the IP3R. Its random state changes are the source
of noise. We will use one of the most recent models
of the IP3R to describe concepts, the Siekmann model
[79], which is a Markov model based on single-channel
data. We will discuss in that context, how fluctuations
might enter ODE-focused modelling approaches.

Puff property distributions form the basis for mod-
elling of global dynamics. We will discuss concepts for
calculating moments of ISI distributions. Most current
models adapt molecular rate constants to global time
scales to reproduce measured average ISI values. How-
ever, the origin of the time scales on global level are
global processes. We will sketch how to introduce these
global processes into the coupling between the puff
dynamics and global dynamics which allows for using
realistic molecular parameters.

4.1 IP3R clusters as ensembles of receptors
described by the Siekmann model

Several channels (up to fifteen) form a cluster. The
opening of one receptor channel within a cluster (’blib’)
increases the open probability of the other channels in
the cluster due to strong channel coupling by Ca®" dif-
fusion, which may cause a puff. We consider a cluster
consisting of a stochastic ensemble of N channels.

We denote the number of channels in state ¢ accord-
ing to Fig. 5 as n; > 0 with N = ). n,, effectively
removing one degree of freedom due to this require-
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Fig. 5 State scheme of the Siekmann IP3R model. C; rep-
resent closed and O; open states; q’s are transition rates con-
necting two adjacent states and indicating how fast an IPsR
switches between the two states. The entire structure com-
prises two parts: one is the high-activity part or drive mode,
containing three closed states Cy, Cs, Cs, and one open state
Og. The other is the low-activity part or park mode, which
includes one closed state C4 and one open state Os. Only
the rates connecting these two modes are Ca?" dependent
[40,79]

ment. A puff occurs if some critical number of channels
is in the open state, motivating to study the expecta-
tion value to be in a state 4, (n;).

The total change in probability for a set {n;} =
{nla N2, ...y nﬁ} - {n17n27 "'7n5aN —ny — - n5} is
given by the probability fluxes for each single channel
transition from state j to state k, resulting in a change
of {n;} like

nj—n;—1 N ng—ng+1

We write the Master equation for the probability
P({n;},t) = P(ny1,ng,...,net) to be in state {n;} at
time [t,t 4+ dt] as

P({n:},t) = qra(ny + 1) P(ny +1,ny — 1,...,t)
+go1(ng+1) P(ny — 1,ng +1,....%)
+ go2(ng +1) P(e.ng — 1, ... ,ng + 1,¢
+ q26(n2 +1) P(

+ (J32(TL3 + 1) P(

+ QQ3(TZ2 + 1) P(...,’I’Lg +1,n3—1,...,t

+qua(ng+1) P(eyna —1,..ng + 1, .., 1)

+qaa(ne+1) P(eyna+1,..,ng — 1, .., 1)

+ qus5( ) P(,ng+1,n5 — 1,...,%)

+gsa(ns +1) P(e.yng — Lns + 1, ...,%)

— (q12 1 + g21 M2 + ge2 N6 + Gas N2

+ 32 N3 + q23 N2+ qaz(ns,n6) N4

+q24(n5,n6) N2 + qas N4 + gsa n5) P({n;},1)
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Coupling by diffusion within the cluster happens on
a time scale below 1 ms, i.e., it is fast compared to
the time scale of Ca®T-dependent state changes of the
Siekmann model of a few ms. Hence, the concentra-
tion profile reaches is stationary state on the channel
state dynamics time scale and we can assume the local
Ca®" concentration to depend on the number of open
channels ns and ng but not additionally on time. That
renders the Ca?"-dependent rates functions of ns and
ne: a2 (N5, M6), qa4(ns, ng). These rates can then not be
taken out of the sum when calculating the moment’s
dynamics.

All existing ODE models for the IP3R state dynam-
ics are rate equations for the first moment of the state
probabilities [33,34]. They are derived from

d .
X (ni) = g:}”ip({”i}vt)- (5)

Only edges connected to state i, as shown in Fig. 5,
contribute terms to the moment dynamics of n;. We
find

% (n1) = — qi2 (n1) + g21 (n2)
% (n2) = — (qa1 + a6 + 23) (n2) + @12 (n1)

+ q62 (ne) + g3z (n3) — (n2q24) + (Raqaz)
% (n3) = — g3z (n3) + gag (n2)
% (ng) = — qas (na) + gsa (N5) — (Naqa2) + (n2qaq)
% (ns) = — qsa (n5) + qus (n4)
% (ne) = — ge2 (ne) + qa6 (n2). (6)

With the state number dependence in the ligand depen-
dent rates q4a2(ns, ng) and go24(ns, ne) showing up in the
dynamics for (ns) and (n4) we see that second moments
contribute to the dynamics of the first moments. Hence,
we need to determine their dynamics also. Using the
the master equation Eq. (4) for both higher moments
we find

d
P (ng qu2) = —(na q3s) + (N2 G4 qu2)

+ g62 (—(n4 16 qa2) + (na (ng — 1) qaz(ne — 1))
+(n4 qaz(ne — 1))

+ q26 (—(n2 N4 qu2) + (n2 N4 qua(ne — 1)))

+ a5 (—(n] qu2) + (n} qua(ns + 1))

—(n4 qaa(ns +1)))

+ gsa (—(na 15 qa2) + (na (n5 — 1) qaz(ns — 1))

+ (n4 qaz2(ns — 1))

—((n5 — 1) qa2(ns — 1)) — (qaz(ns — 1)) (7)
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(N2 gaa) = —q21(N2 g24) + q12(n1 goa)

d
dt
+ g2 (—(n2 16 qoa) + (n2 (ng — 1) gaa(ne — 1))

+ (n2 qaa(ne — 1))

+((ne — 1) gaa(ng — 1)) + (g24(ns — 1))

+ 26 (—(n3 goa) + (13 qaa(ne + 1))

—((n6 +1) g2a(ne + 1)) + (g2a(ne + 1)))

+ q32(n3 qos) — q23({n2 qo4)

+ (14 g2a qa2) — (n2 q§4>

+ qas (—(n2 n4 qoa) + (n2 ng goa(ns + 1))

+ @54 (—(n2 n5 qoa) + (n2 (n5 — 1) qaa(ns — 1))
+(n2 gaa(ns — 1)) (8)

The occurrence of third moments here illustrates the
hierarchy of moment equations, where the first moment’s
dynamics depend on a combination of first and second
moments (ny and ny dynamics in Eq. (6)), while the
second moments depend on the combination of second
and third moments (Eq. (7)), and so on.

Measured CV values for IPIs above 0.4 strongly sug-
gest higher moments not to be negligible. Hence, we
do not learn from experiments, where we can cut off
higher moments to get a finite number of ODEs. How-
ever, higher moments might destabilize stable station-
ary states of the first moment [109] and thus drive
the concentration dynamics. Hence, they are worth to
be studied. All existing ODE models of IP3R state
dynamics approximate higher moments by products of
first moments and averages of functions by functions
of averages like (n2qaz(ns,n6)) = (n4)qaz2((ns), (ne)),
(naq2a(ns,me)) = (n2)q2a((ns), (ne)). That allows for
cutting the hierarchy of moment equations after the
first moment. That neglects fluctuations.

We suggest to study whether higher moments may
drive puff dynamics and where the hierarchy of moment
equations can be cut off. This might lead to a set of
ODEs as Ca’" signalling model with realistic param-
eter values, which establishes the ability to simulate
time courses with all the computational comfort ODEs
provide.

5 Spike generation as first passage process
with time dependent transition probabilities

We would like to present a concept calculating the
moments of the ISI distribution in this section as it
naturally corresponds to the random spike timing. We
also suggest a method to invoke global processes mod-
ulating the local dynamics.

The stochastic element of such a formulation of spike
generation is a single cluster described by its IPI,
puff duration and amplitude distributions. Such an
approach dispenses with detailed intracluster concen-
tration dynamics [98]. A model in the same spirit set
up to simulate time courses has been developed by Cal-
abrese et al. [14]. Clusters open sequentially. Once a
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Fig. 6 Starting from zero puffs, any IPsR cluster may start
the first puff randomly, increasing Ca?" locally (orange iso
surfaces). This means going from state 0 to state 1. From
there on there are many different ways to reach the criti-
cal nucleus with N, open clusters at which a global Ca’t
spike occurs. Averaging over all Npatns paths from 0 to Ne,
open cluster leads to a linear chain of states indexed by
the number of open clusters and connected by transitions
characterized by waiting time distributions ¥; j+1

critical number N, of open clusters has been reached,
the remaining ones will open with almost certainty due
to coupling by Ca?' diffusion and the positive feed-
back by CICR. There are many (Npaihs) paths from all
clusters closed to this critical number (see Fig. 6). The
ISI distribution is the distribution of first passage times
from 0 to N, open clusters with this approach.

The negative feedback terminating spikes entails a
very small cluster open probability just after a global
spike, from which all clusters slowly recover. Thus, slow
time scales from global processes enter as a slow time
dependence of the cluster IPI, puff duration and ampli-
tude distributions.

5.1 Linear chain of states

We suggest to radically simplify the problem to reach a
system which describes general properties not depend-
ing on assumptions restricting the validity of results
too much and to reach possibly analytically tractable
equations. We obtain a linear chain of states by averag-
ing over all possible paths from 0 to V., open clusters.
That chain of states is indexed by the number of open
clusters. The states are connected either by transition
rate functions f; ;+1(¢,y) or waiting time distributions
W, ix1(t,t —t',v) that both result from puff properties.

The transition probabilities pick up slow time scales
by their dependence on the time ¢ since the last global
spike. The probability to leave the initial state 0 and
go further up at early times after a global spike is
very small, such that no puffs occur early. One can
almost only move to the left in the linear chain. Fig-
ure 8 shows exemplary waiting time distributions with
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recovery from global negative feedback for initial and
later times.

Recovery from global negative feedback is described
by a transient with rate «. For the case of transition
rates, we have

fiiv1(t) = Xiig1 (1 —e 7, fiie1 = Niji—1.

After about ¢, = 5y~! the inhibitory effect vanishes
and the system has recovered globally, i.e., f;;+1(t >
tr) = Nijit1-

The description with transition rates uses asymp-
totically markovian rates that are asymmetric in the
sense of the recovery from global negative feedback only
affecting the up rates. This is the case, because nega-
tive feedback influences the probability of clusters open-
ing, not closing. For the case using waiting time dis-
tributions, they are the probability distributions from
which a time value is drawn that determines when to
jump to the next state, i.e., the time to the next open-
ing or closing of a cluster. They depend on the time
t since the last global spike, the relative time spent in
a state At = ¢t — t/, where ¢’ is the time of entering
the current state, and the current and target state ¢
and 7 £+ 1, respectively. The direction of the jump is
drawn from the splitting probabilities, which are the
relative weights, i.e., time integrals over ¥, ;4+; at t,
of possible outgoing transitions, and add up to one.
This allows evaluating the system when using double
exponentially distributed waiting times. The first time
reaching the critical nucleus N, is equivalent to gen-
erating a cell wide spike. We are, therefore, interested
in the moments of the first passage time probability
distribution to reach N,.

Experiments show that puff times often do not
strictly follow an exponential distribution, but rather a
double exponential in some cases, Fig. 7. This requires
using waiting time distributions instead of rate func-
tions and to use the general master equation, which
is formulated more generally in terms of probability
fluxes.

Apart from choosing the state variables of the state
scheme, the ¥’s or f’s contain all the physics. This
includes effects of stimulation, and positive and nega-
tive feedback from CICR on short time scales, but also
recovery from global negative feedback on long time
scales.

Positive feedback by CICR means the more clusters
are open the larger is the open probability of the closed
clusters. In mathematical terms, the \; ;41 are increas-
ing functions of i. One possible choice is

Aiiv1 = Mo([IP3]) (Np — i) (1 +4)F, (9)

where stimulation strength is included via the IP3 sen-
sitive puff frequency Ao [26], Nr is the total number
of clusters, and k € {1,2,3} some model parameter
to quantify the strength of the positive feedback. Left-
going rates in their most simple form account for the
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Fig. 7 Interpuff interval SH-SY5Y cells B HEK 293 cells
distributions for SH-SY5Y A o2
and HEK cells at resting 1
[Ca®"] with double
exponential fits [99] @ 01 2
a o 05
g ?
G0 5 10 15 CO 1 2
Time (s) Time (s)
A B 2 tilde) of the probability vector P;(s) for a process that
t=0s started in state ¢ at t =0 as
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:: 1 9; 1 _ oo k=1
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Fig. 8 A V¥, ;11 to go a state up vanishes at early times
t' (dotted) for early times ¢ — t'. The global inhibitory
effect only allows fast upwards transitions only after enough
time has passed (straight line). B ¥; ;_1, downwards transi-
tions are not immediately affected by global negative feed-
back, but they change due to the normalization condition
[ At (@i (t,t —t') + Wi i1 (t,t —t')) = 1. Future mod-
elling has to adapt waiting time distributions of this type
to IPI and puff duration distributions

number of open clusters like
Xii1 =1 A_. (10)

with a single cluster closing rate A_. The first and sec-
ond moments of the first passage time distribution from
0 to N¢ open clusters can be calculated for very gen-
eral f; j+1 or ¥; ;41 with the method described in Fal-
cke and Friedhoff [39]. The only requirement is that
the fi;+1 or ¥;;+1 can be Laplace transformed. This
is possible for the ¥; ;11 despite their dependency on
t and t — ¢ if the t-dependency is exponential like
Wi ip1 X i1 (t —t")e” 7" [39]. Therefore, this method
provides a basis for investigating a large variety of
positive feedbacks by the choice of i-dependency of
rates and waiting times, puff duration properties by the
choice of left-going rates and ¢t —t'-dependency, pathway
properties by the choice of [IP3]-dependency, etc.

5.2 Calculating the CV

The state scheme presented in Fig. 6 and its transi-
tion rate functions (or waiting time distributions) define
a (generalized) master equation, which can be solved
using Laplace transforms to determine the moments of
the first passage time distribution to reach state N,
[39]. The only requirement towards the waiting time
distributions is that their Laplace transform exists. In
case of transition rate functions, solving the master
equation yields the Laplace transform (denoted by a
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Solving the generalized master equation including
the waiting time distributions gives as a solution the
Laplace transforms of the probability flux vector,

oo k—1

I(s) =[1 - G()] "ats) + > [T Ats +5)
k=1 j=0
x [1=G(s+k7)] " ds + k) (12)

where A, B, E, and G are matrices that depend on
the length of the chain of states N and the transition
rates or waiting time distributions, f;;+1 and ¥; 41,
respectively, and r; and ¢ contain the initial conditions,
as explained in [39)].

Application of this theory to a chain with state inde-
pendent transitions, as it might result from a random
walk, found that the CV has a minimum for a cer-
tain resonant length N. For a given set of parameters,
CV(N), and therefore, the value of N can be controlled
by varying the rate of recovery from negative feedback
~. The stochastic process to reach state N for the first
time is, therefore, more precise than reaching smaller
or larger values of N for the first time. This is interest-
ing in its own and for the general theory of stochastic
physics, but does not resemble the robustness of the
CV against changes in Ng, found in Ca®" signalling.
Here the CV is constant and independent of the var-
ious number of IP3R clusters per cell found in exper-
iments, due to cell-to-cell variability. Hence, while the
approach described in ref. [39] provides the tools it has
not solved the problem, yet. Future modelling of Ca*"
signalling, therefore, needs to properly define the tran-
sition rate functions f; ;41 or the waiting time distribu-
tions ¥; ;41 to reproduce the measured properties of the
CV, in particular its robustness against cell variability
and variable conditions.

CICR and spatial coupling of clusters have to be
reflected by the transitions probabilities to model Ca®"
spike generation. The probabilities for opening of more
clusters, derived from W, ;11(¢t,t — t',v) or fii+1(t),
increases with the Ca?" concentration due to CICR,
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i.e., it increases with the number of open clusters. Due
to spatial coupling by Ca?T diffusion, it also increases
with the number of closed neighbors of open clusters
and thus could pick up geometrical or spatial aspects.
Ca’" binding molecules in the cytosol decreasing Ca®™
diffusion would decrease the probability of opening
more clusters. However, this still has to be worked out.

6 Similarities and differences to neural
spiking

It is interesting and potentially useful to discuss in
which respects Ca®T-spiking resembles or differs from
the spiking activity of neurons, a biological problem
that has been quantitatively explored by mathematical
modeling to an impressive extent [48,52]. This concerns
the single neuron’s spontaneous activity and its char-
acterization by interspike interval (ISI) histograms, IST
correlation coefficients, and spike train power spectra,
the autonomous activity of many neurons in recurrent
networks, and the encoding of time-dependent stimuli.

Obvious differences between the two forms of spik-
ing are (i) the physical quantity that undergoes spiking
(Ca2+ concentration vs trans-membrane voltage), (ii)
the time-scales and typical mean ISIs (several sec to
minutes for Ca®"-spikes vs several to hundreds of ms
for neurons), and (iii) the constancy of the spike form
(the shape of Ca’" spikes is more variable than that
of neural action potentials). A technical but important
difference is the typical length of experimental record-
ings: neural spike trains may contain many thousands of
spike pulses in a quasi-stationary setting, whereas Cal-
cium spike trains are mostly limited to less than a hun-
dred spikes. This poses a severe limitation for the deter-
mination of certain higher order statistics, such as inter-
spike interval correlations. Related to this, for many
sensory neurons, researchers can systematically explore
the information transmission by presenting well-defined
sensory (eg. acoustic, visual or electric) stimuli in the
form of harmonic or broadband signals. This allows
to study whether neurons preferentially encode infor-
mation about slow, intermediate or fast stimulus com-
ponents (see, for instance, [9,27,77]). In Ca®" experi-
ments, one is mostly concerned with presenting a cer-
tain amount of signaling molecules in a step-like man-
ner, which resembles the first experiments in neuro-
science, see e.g. the famous work of Lord Adrian [1]).
This, however, seems to be only a consequence of the
current technical limitation and the question how the
sequence of Ca®" spikes encode truly time-dependent
signals may come into focus once more spikes can be
recorded in experiment and stimuli can be better con-
trolled.

Biophysically, it is interesting that both spiking phe-
nomena rely on the opening and closing of ionic chan-
nels and the positive and negative feedback loops
are mediated by the Ca®" or voltage-dependence of
the opening and closing rates of these channels. The
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main players in the neural dynamics are the Nat and
KT -selective voltage-dependent ion channels. This is
described in the framework of the famous Hodgkin-
Huxley model for the voltage across the neuron mem-
brane V(t) (see standard textbooks on the topic, e.g.,
24,52])

dv

Ca = Igxt — Ik — Ina — I, (13)
Ix = grn* (t)(V = Ex), Ina = gnam®(t)h(t)(V — Exa),
IL = gL(V — EL), (14)

where C' is the membrane capacitance and Igy is an
external current that can serve as an stimulus. The vari-
ables Ik, Ina, I, describe ionic potassium, sodium and
leak currents, respectively. The parameters gk, gna, 9L
and Fx, Ena, E1, are the corresponding maximal con-
ductances and reversal potentials. The remaining vari-
ables m(t), n(t) and h(t) are the gating variables that
are of particular importance for the generation of an
action potential. They are described by

dx

TI(V)E

=2(V)—x (15)

where = can be substituted by n,m or h. Much like
in early modeling of CIRC by Ca* channels the vari-
ables m and n describe two fast binding processes that
activate certain channels, while h describes a slow pro-
cess that inactivates the sodium-selective channels after
a depolarization of the membrane. In a Ca®" channel
model this would correspond to the fast activation due
to the binding of activating Ca?" and IP5 and the slow
inactivation due the binding of inhibitory Ca®".

The positive feedback loop that is essential to under-
stand the upstroke of the action potential is the sodium
dynamics: sodium is in excess outside the cell, the open-
ing probability of the Na™ selective channels increases
upon depolarization. A small depolarization will thus
lead to the opening of some channels, which causes Na™
ions to rush into the cell, which depolarizes the mem-
brane further, leading to more channel openings and
so forth. This positive feedback loop can be compared
to the puff generation via Ca*"-induced Ca’" release
(CIRC) but also to the accelerated puff generation via
the global Ca?" concentration prior to a cell-wide Ca®"-
spike.

Inactivation of Na™ channels and activation of K-
selective channels (with potassium being in excess
inside the cell) leads to the termination of the action
potential. Put in mathematical terms, negative feed-
back loops on a somewhat slower timescale explain the
second half of the neural spike—this again is very sim-
ilar on a mathematical level to the mechanism at work
in Ca®" spiking.

There are features in the neural membrane dynamics
that are sensitive to time-dependent input currents and
there are features which are not. Among the latter is
the exact shape of the action potential—once the volt-
age is sufficiently depolarized, a largely stereotypical
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action potential is generated. To simplify the descrip-
tion, one may cut out this stereotypical part of the
dynamic response as it cannot contribute to the signal
transmission property of a neuron and focus on what is
really the signal-dependent part. This is what is done
in an Integrate-and-Fire (IF) model:

v Y fV) 1 s(0),

o i V() > Ve — V() =W

(16)

where the more involved dynamics of the different ion
channels and corresponding currents are subsumed in
a simplified function f(V') that describes the currents
up to some threshold V. Interestingly, the particular
shape of f(V) can be obtained experimentally [3,4].
Brette [11] argues that the positive Na™ feedback that
sets in after a particular voltage is crossed is so abrupt
that a simple linear model f(V) = p—V with constant
parameter pu, i.e., the famous leaky Integrate-and-Fire
(LIF) model, describes the sub-threshold dynamics of
a real neuron best.

The function s(t) could be a time-dependent sig-
nal or a stochastic processes accounting for intrinsic
and/or external noise. Indeed, especially the generation
of the action potential is a stochastic process due to
the presence of multiple sources of noise. This includes
channel noise, quasi random input from other neurons
(network noise) and the unreliability of synapses [101].
Many of these noise sources can be approximated by a
Gaussian stochastic process, and often the simplifying
assumption of strictly uncorrelated (white) Gaussian
noise is made and so will we do in the remainder of
this paper. We would like to mention the limitations
of this assumption. Some sorts of channel noise [42,75]
and very often for network noise [30,103], fluctuations
display significant correlations. Furthermore, for strong
synaptic connections, the shot-noise character of neural
network noise invalidates the Gaussian approximation
in some cases [70].

Hence, when we want to mimic spontaneous stochas-
tic spiking, a simple choice for the driving current is to
set s(t) = V2DE(t), i.e., to use a white Gaussian noise
of intensity D with (£(¢)) = 0 and (£(¢)é(t+7)) = 5(7).
For concreteness, we state again the standard stochas-
tic model, the leaky integrate-and-fire model with white
Gaussian noise:

TV% — V4 p+V2DEW), i V() > Ve — V() = Vk
(17)

Note that the spike is not explicitly modelled, instead
if V (t) reaches the threshold a spike is said to be emitted
at time t; = t and the voltage variable is reset to the
reset value V. The abstract spikes are described by
delta-functions 6(t — t;) and form the spike-train, i.e.,
the sum of all spikes: 6(t — t;)

2(t) = Y6t — ) (18)
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The spike train is the essential output of an IF model
and its different statistics under the influence of noisy
stimulation currents has been the subject of many stud-
ies (see [13,44,51,101] for reviews of stochastic IF mod-
els). We note that the reset after a spike may occur
instantaneously or with some refractory period 7t that
accounts for the temporal extent of the action potential
in a conductance-based model.

Several statistics of neural spike trains are also
routinely studied for Ca®" spikes. The stationary
spike rate is given by an ensemble average, ry =
(z(t)) but can be also determined via a time aver-
age, 7o = limp_o 1/T [ dtz(t) = limp—o N(T)/T
(where N (T') is the number of spikes in the time interval
T). Statistics of the interspike interval I; = t;—t;_ (the
time between to consecutive spikes) have been already
discussed for Ca®" spikes: the mean interval (I) = 1/,
the coefficient of variation CV = ((I — (I))?)/(I), and,
of course the most complete description of the single
interval, the full IST probability density function (PDF)
p(I). There are, however, also a number of statistics
that are not as common in the study of Ca®" spikes
but well established in the computational neuroscience
community. These include (i) count statistics, especially
the Fano factor F(T) = ((N(T) — (N(T)))?)/(N(T))
that compares the growth of the spike count’s variance
to its mean (see, e.g., [21,105] for studies that high-
light the importance of the Fano factor and [84] for a
study that investigates the Fano factor in the context
of Ca®" spiking), (ii) the spike-train correlation func-
tion C(7) = (z(t)x(t + 7)) — (x(t))? that describes the
probability to find a spike at time t; + 7 if a reference
spike occurred at time ¢;. This statistics bears informa-
tion of the spike generation process, for instance experi-
mentally and theoretically obtained spike-train correla-
tion functions usually have a decreased firing probabil-
ity right after a spike has occurred reflecting refractory
processes similar to what is observed in Ca®" puffs.
Often, oscillatory activity is better characterized in the
Fourier domain by the spike-train power spectrum:

SUf) — 1 FOEOY)

T—o0 T

:/ dr e (1) with

T
) :/O dt (1), (19)

According to the first defining equation, the power spec-
trum is given by the variance of the Fourier coeffi-
cients Z(f) of the spike train in a time window 7". How-
ever, according to the second equation and the Wiener—
Khinchine theorem [46], it is also given by the Fourier
transform of the autocorrelation function. Turning back
to the interspike intervals, we mention finally the serial
correlation coefficient (SCC):

P (L = (L) Ligr — Ligr)))
(L = (I:))?)

(20)
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Fig. 9 Power spectrum of an LIF model with strong input
0 = p— v+ v2DE(t). The high frequency limit reflects
the mean firing rate ro, while the low frequency limit bears
information about the variability of the spike train. In the
considered case of strong mean input g > vt the interspike
interval PDF can be approximated by an inverse Gaussian
distribution that is fully characterized by r¢ and Cy . Param-
eters: £ =10, D =1, vg =0 and v =1

that puts the covariance between two ISIs that are
lagged by an integer k£ in relation to the variance of
the single interval providing a number between —1 and
1. Correlations among ISIs may reflect slower processes
that are at work in the driving input or in the intrin-
sic dynamics of the neuron. For instance, a negative
SCC of adjacent intervals indicates that an ISI longer
than the mean is on average followed by an interval
shorter than the mean and/or the other way around.
Such correlations have been found in many neurons (see
[2,41] for reviews) and may lead to an improved infor-
mation transmission [18,19]. Many of these statistics
are related, as it can be easily demonstrated by means
of the power spectrum.

We have already pointed out the relation between
spike-train correlation function and spike-train power
spectrum via the Wiener-Khinchine theorem. The power
spectrum, however, also contains information on the
interval statistics (see [22]). In the high-frequency limit
of a stationary stochastic spike train, the spectrum sat-
urates at the firing rate (the inverse of the mean ISI),
lims oo S(f) = ro = 1/(I). If intervals are indepen-
dent, i.e., if we deal with a renewal spike train, the spec-
trum attains also a simple form in the opposite limit of
vanishing frequency:

. _ 2
}%S(f) =roCV=,

(21)
which means that by comparing the high- and low-
frequency limits we can read off how regular the renewal
spike train is. More generally, the full spike-train power
spectrum of a renewal point process can be obtained
from the knowledge of the interspike interval proba-
bility density, more specifically, its one-sided Fourier
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transform, p(f), via the expression [91]
1—p(H)I?
S(f)=ro0—==5-
N =r =5 22)

The spectrum can thus be calculated for the leaky IF
model driven by white Gaussian noise [57] (using much
earlier results for the Laplace transform of the first-
passage-time density of an Ornstein—Uhlenbeck process
[23]), because in this model, the reset of the voltage
erases any memory about previous ISIs and the driv-
ing noise is uncorrelated and thus does not carry mem-
ory either. Since the exact result for the power spec-
trum uses higher mathematical functions (the parabolic
cylinder functions), it is instructive to look for a further
simplification, which can be achieved if the system is in
the strongly mean-driven regime p > Vi — Vg. In this
case, the statistics of the LIF model is close to that
of a perfect IF model with f(V) = p (omitting the
leak term on the right hand side of Eq. (17)). For this
model the ISI density is an inverse Gaussian probability
density [47] the Fourier transform of which is a simple
exponential function:

S L Y A B U 1 S 0 PP
VA DI DI :

p(f) = exp {;;(VT - W) (1 —4/1 - iSZJ;D> }
(24)

In Fig. 9, we display a simulated spike-train power
spectrum for an LIF model with strong mean input
(1 =10>> V3 — Vg = 1) and highlight the limit cases,
from which both the firing rate ry and coefficient of vari-
ation CV can be readily obtained. The simulation is also
compared to Eq. (22), using as an approximate descrip-
tion p(f) from Eq. (24); the approximation agrees very
well for this example, because the constant drift p is
dominating the subthreshold dynamics so strongly that
the LIF dynamics is close to that of a perfect IF model.
Comparable power spectra have indeed been reported
in Ca* spiking [82].

Many extensions of the simple one-dimensional IF
model have been studied analytically, such as models
with time-dependent threshold [56] or models with col-
ored [12,64,74] or non-Gaussian noise [29,65,70]. In
higher-dimensional stochastic IF models we can also
reproduce non-renewal behavior observed in many neu-
rons in the form of a non-vanishing serial correlation
coefficient, pp # 0 for k > 0. As in Ca?" spiking,
also in neural spiking there are often slower processes
at work that steer the pulse-generating process—either
as a simple external control or as a feedback of the
spike train onto the spike generator. This can be easily
incorporated into the Integrate-and-fire framework by
adding a slow variable. Consider the following example,
where the membrane potential is affected by an addi-
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Fig. 10 Power spectrum S(f) (left) and serial correlation
coefficients py, (right) of an adaptive LIF model with u = 10,
D =10, 7m = 1, 7o = 2, A = 3. Power spectrum (blue
line on the left) and SCCs (blue symbols on the right)
are obtained form the original spike train of the adapting
neuron; orange line (left) and symbols (right) are obtained
from a shuffled version of the same spike train (ISIs in
the sequence are randomly shuffled, which removes inter-

tional negative adaptation current a(t):

TU%ZM—V—a+V2D§(t), (25)
T, da —a
“dt
IfV(t) > VrthenV(t) - Vg anda — a+ A
(26)

In the last line, we complemented the usual reset rule
for the voltage by an incrementation rule for the adap-
tation variable a(t): it is increased by a value A when
a spike occurs. In between spikes, according to Eq. (26)
the adaptation variable will decay exponentially with
the time constant 7, that is typically larger than the
membrane time constant or the mean interspike inter-
val and ranges between 50ms and several seconds. A
sequence of spikes occurring in rapid succession (as we
for instance observe when the neuron is subject to a
depolarizing current step) leads to a large value of the
adaptation variable which has an inhibiting effect on
the voltage dynamics in Eq. (25)—the response to the
current step will be initially a rapid increase that is
followed by an adaptation to a much lower value.

The IF model endowed with an adaptation current
is conveniently termed adaptive IF models and can be
thought of as a simplification of a conductance-based
model with a Ca?t gated Kt current. Since the adap-
tation current is not reset to a fixed value but increased
upon spiking it carries information of past ISIs and may
lead to ISI correlations. Indeed the model and some
related ones as for instance the IF model with dynami-
cal threshold have been shown to generate nonrenewal
spike trains and, specifically, negative interspike inter-
val correlations [20,58]; analytical methods to calculate

@ Springer

val correlations and leads to a renewal spike train). Accord-
ingly the low frequency limit for the power spectrum of the
renewal spike train has a higher power compared to the non-
renewal case. Generally, a decreased power at low frequency
may improve the signal to noise ratio for potential low fre-
quency signals, hence, improving the information transmis-
sion properties of the neuron

these correlations have been worked out over the last
years [76,78].

As a consequence of the nonrenewal character of the
spike train, the power spectrum is not described any-
more by Eq. (22) but by a more complex expression
involving higher order interval distributions (see, e.g.,
[51]). While the high-frequency limit of the spectrum
is still given by the firing rate (black dashed line in
Abb. 10), the zero-frequency limit now involves also the
serial correlation coefficients:

lim (/) = reCV? (1 +2k§_:1pk>, (27)

which in the renewal case reduces to Eq. (21). The effect
of the negative ISI correlations is thus to reduce power
at low frequencies, which can be clearly seen by compar-
ing the original spectrum to the power spectrum of the
shuffled spike train. This effect is especially important
for the transmission of slow stimuli (so far not included
in the model Egs. (25), (26)): the power spectrum of
the spontaneous state is a good approximation for the
noise background in the case of a time-dependent signal
(e.g., a cosine signal with low frequency) being present.
If noise power is reduced at low frequencies, this can
increase the signal-to-noise ratio [18,19].

It is conceivable that some of the concepts reviewed
here for neural spike trains may become relevant and
applicable to Ca spike trains once longer recordings
and better temporal control of stimuli become possible.
Since in particular slower processes are at work in the
intracellular Ca®* dynamics, models like the adaptive
integrate-and-fire model that we discussed may serve as
an inspiration to capture the cumulative refractoriness
of Ca*" spikes.
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7 Conclusion

Modelling of Ca®' signalling has taken place in the
tradeoff between models accounting for the randomness
of puffs and spikes, cell variability and measured param-
eter dependencies on one side and rate equation models
convenient to simulate time courses on the other side in
recent years. Rate equation models need further devel-
opment to reproduce measured parameter dependen-
cies. We suggest to include higher moment’s dynamics
derived from the Master equation to account for spike
generation by fluctuations. Alternatively, approaches
like spike generation as first passage of a random walk
on a linear chain of states as presented in Sects. 5 and
5.1 might be used.

Stochastic theory of neuronal spiking might serve as
a role model for what can be achieved with stochas-
tic theory of Ca*" spiking. The main challenges ahead
are to go beyond simple renewal approaches for spike
generation towards ISI correlations, cumulative refrac-
toriness and other phenomena comprising several ISI,
explanation of the concentration response relation of
the ISI and the robustness properties of the moment
relation.

The task of mechanistic mathematical modelling in
cell biology is to identify mechanisms on the basis of
formulating them as hypothesis in mathematical mod-
els. Here, the agreement with experimental data serves
as part of the hypothesis verification. Rate equation
models fail here with respect to the agonist concentra-
tion response relation of the average interspike inter-
val, the sensitive dependence of the average interspike
interval on parameters of spatial coupling (diffusion,
buffers, geometry) and of course the moment relation
as a defining property of Ca?T spiking. Stochastic mod-
els still have to be developed to address these prob-
lems.

Such a model development may lead to answers to
obvious questions in the field. Frequency encoding is
one of the generally accepted and experimentally sup-
ported concepts providing meaning to Ca?t signals [66].
However, spike timing is random. The spectrum of a
spike train with exponentially distributed ISI is flat.
The absolute refractory period introduces frequencies
with moderately larger power in the spectrum than the
average power [82], but essentially there is no typical
frequency in many IP5 induced Ca®' spike sequences.
Taking the large cell-to-cell variability at a given ago-
nist concentration into account, there is no defined rela-
tion between agonist concentration and Ca®" spike fre-
quency applying to all cells of a given type, but each cell
has its own relation. How can frequency encoding work
with these properties of spiking? What are the reasons
for the large cell variability and what does it mean?
Addressing these questions requires models that faith-
fully reproduce the properties of spike sequences includ-
ing their fluctuations but also have predictive power,
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e.g., by telling us how the spike statistics will vary if
biophysical parameters are changed.

Funding Open Access funding enabled and organized by
Projekt DEAL.

Author contribution statement

All authors wrote the introduction (Sect. 1) and conclu-
sion (Sect. 7). Sections 2-5 were written by VNF and
MF, and Sect. 6, including simulations and figures, by
LR and BL. All authors edited the manuscript.

Open Access This article is licensed under a Creative Com-
mons Attribution 4.0 International License, which permits
use, sharing, adaptation, distribution and reproduction in
any medium or format, as long as you give appropriate credit
to the original author(s) and the source, provide a link to
the Creative Commons licence, and indicate if changes were
made. The images or other third party material in this arti-
cle are included in the article’s Creative Commons licence,
unless indicated otherwise in a credit line to the material. If
material is not included in the article’s Creative Commons
licence and your intended use is not permitted by statu-
tory regulation or exceeds the permitted use, you will need
to obtain permission directly from the copyright holder.
To view a copy of this licence, visit http://creativecomm
ons.org/licenses/by/4.0/.

References

1. E.D. Adrian, The Basis of Sensation: The Action of
the Sense Organs (Christophers, London, 1928)

2. O. Avila-Akerberg, M.J. Chacron, Nonrenewal spike
train statistics: causes and consequences on neural cod-
ing. Exp. Brain Res. 210, 353 (2011)

3. L. Badel, S. Lefort, T.K. Berger, C.C.H. Petersen,
W. Gerstner, M.J.E. Richardson, Extracting non-linear
integrate-and-fire models from experimental data using
dynamic I-V curves. Biol. Cybern. 99, 361 (2008)

4. L. Badel, S. Lefort, R. Brette, C.C.H. Petersen, W.
Gerstner, M.J.E. Richardson, Dynamic -V curves
are reliable predictors of naturalistic pyramidal-neuron
voltage traces. J. Neurophysiol. 99, 656 (2008)

5. P.J. Bartlett, W. Metzger, L.D. Gaspers, A.P. Thomas,
Differential regulation of multiple steps in inositol
1,4,5-trisphosphate signaling by protein kinase c shapes
hormone-stimulated ca?" oscillations. J. Biol. Chem.
290(30), 18519-18533 (2015)

6. K. Bentele, M. Falcke, Quasi-steady approximation for
ion channel currents. Biophys. J. 93(8), 2597-2608
(2007)

7. M.J. Berridge, M.D. Bootman, P. Lipp, Calcium—a life
and death signal. Nature 395, 645-648 (1998)

8. 1. Bezprozvanny, J. Watras, B.E. Ehrlich, Bell-shaped
calcium-response curves of Ins(1,4,5)Ps- and calcium-
gated channels from endoplasmatic reticulum of cere-
bellum. Nature 351, 751-754 (1991)

@ Springer


http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/

2926

9.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

S. Blankenburg, W. Wu, B. Lindner, S. Schreiber,
Information filtering in resonant neurons. J. Comput.
Neurosci. 39, 349 (2015)

M. Bootman, E. Niggli, M. Berridge, P. Lipp, Imag-
ing the hierarchical Ca®" signalling in HeLa cells. J.
Physiol. 499(2), 307-314 (1997)

R. Brette, What is the most realistic single-
compartment model of spike initiation? PLoS Comput.
Biol. 11, 1-13 (2015)

N. Brunel, S. Sergi, Firing frequency of leaky integrate-
and-fire neurons with synaptic current dynamics. J.
Theor. Biol. 195, 87 (1998)

A.N. Burkitt, A review of the integrate-and-fire neuron
model: I. homogeneous synaptic input. Biol. Cybern.
95, 1 (2006)

A. Calabrese, D. Fraiman, D. Zysman, S.P. Dawson,
Stochastic fire-diffuse-fire model with realistic cluster
dynamics. Phys. Rev. E 82, 031910 (2010)

P. Cao, G. Donovan, M. Falcke, J. Sneyd, A stochastic
model of calcium puffs based on single-channel data.
Biophys. J. 105(5), 1133-1142 (2013)

P. Cao, M. Falcke, J. Sneyd, Mapping interpuff interval
distribution to the properties of inositol trisphosphate
receptors. Biophys. J. 112(10), 2138-2146 (2017)

P. Cao, X. Tan, G. Donovan, M.J. Sanderson, J.
Sneyd, A deterministic model predicts the properties of
stochastic calcium oscillations in airway smooth muscle
cells. PLoS Comput. Biol. 10(8), e1003783 (2014)
M.J. Chacron, B. Lindner, A. Longtin, Noise shaping
by interval correlations increases information transfer.
Phys. Rev. Lett. 93, 059904 (2004)

M.J. Chacron, A. Longtin, L. Maler, Negative inter-
spike interval correlations increase the neuronal capac-
ity for encoding time-dependent stimuli. J. Neurosci.
21, 5328 (2001)

M.J. Chacron, A. Longtin, M. St-Hilaire, L. Maler,
Suprathreshold stochastic firing dynamics with mem-
ory in P-type electroreceptors. Phys. Rev. Lett. 85,
1576 (2000)

M. Churchland, M. Byron, J. Cunningham, L.P. Sug-
rue, G.S. Corrado, M.R. Cohen, W.T. Newsome, A.M.
Clark, P. Hosseini, B.B. Scott, D.C. Bradley, M.A.
Smith, A. Kohn, J.A. Movshon, K.M. Armstrong, T.
Moore, S.W. Chang, L.H. Snyder, S.G. Lisberger, N.J.
Priebe, .M. Finn, D. Ferster, S.I. Ryu, G. Santhanam,
M. Sahani, K.V. Shenoy, Stimulus onset quenches neu-
ral variability: a widespread cortical phenomenon. Nat.
Neurosci. 13, 369 (2010)

D.R. Cox, P.A.W. Lewis, The Statistical Analysis of
Series of Events (Chapman and Hall, London, 1966)
D.A. Darling, A.J.F. Siegert, The 1st passage problem
for a continuous Markov process. Ann. Math. Stat. 24,
624 (1953)

P. Dayan, L.F. Abbott, Theoretical Neuroscience (MIT
Press, Cambridge, 2001)

G.D. Dickinson, I. Parker, Factors determining the
recruitment of inositol trisphosphate receptor channels
during calcium puffs. Biophys. J. 105(11), 2474-2484
(2013)

G.D. Dickinson, D. Swaminathan, I. Parker, The prob-
ability of triggering calcium puffs is linearly related to
the number of inositol trisphosphate receptors in a clus-
ter. Biophys. J. 102(8), 1826-1836 (2012)

@ Springer

27

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

Eur. Phys. J. Spec. Top. (2021) 230:2911-2928

. J. Doose, G. Doron, M. Brecht, B. Lindner, Noisy jux-
tacellular stimulation in vivo leads to reliable spiking
and reveals high-frequency coding in single neurons. J.
Neurosci. 36, 11120 (2016)

S. Dragoni, U. Laforenza, E. Bonetti, F. Lodola, C.
Bottino, R. Berra-Romani, G.C. Bongio, M.P. Cinelli,
G. Guerra, P. Pedrazzoli, V. Rosti, F. Tanzi, F. Moccia,
Vascular endothelial growth factor stimulates endothe-
lial colony forming cells proliferation and tubulogenesis
by inducing oscillations in intracellular Ca** concen-
tration. Stem Cells 29(11), 1898-1907 (2011)

F. Droste, B. Lindner, Exact analytical results for
integrate-and-fire neurons driven by excitatory shot
noise. J. Comput. Neurosci. 43, 81 (2017)

B. Dummer, S. Wieland, B. Lindner, Self-consistent
determination of the spike-train power spectrum in a
neural network with sparse connectivity. Front. Com-
put. Neurosci. 8, 104 (2014)

G. Dupont, A. Abou-Lovergne, L. Combettes, Stochas-
tic aspects of oscillatory Ca?t dynamics in hepato-
cytes. Biophys. J. 95(5), 2193-2202 (2008)

G. Dupont, L. Combettes, G.S. Bird, J.W. Putney,
Calcium oscillations. Cold Spring Harb. Perspect. Biol.
3(3), a004226 (2011)

G. Dupont, M. Falcke, V. Kirk, J. Sneyd, Models
of Calcium Signalling, Volume 43 of Interdisciplinary
Applied Mathematics (Springer, Berlin, 2016)

G. Dupont, J. Sneyd, Recent developments in models
of calcium signalling. Curr. Opin. Syst. Biol. 3, 15-22
(2017)

M. Falcke, On the role of stochastic channel behavior in
intracellular Ca** dynamics. Biophys. J. 84(1), 42-56
(2003)

M. Falcke, Reading the patterns in living cells—the
physics of Ca®T signaling. Adv. Phys. 53(3), 255-440
(2004)

M. Falcke, Mechanism of intracellular Ca2+ oscilla-
tions and interspike interval distributions, in Noise and
Fluctuations in Biological, Biophysical, and Biomedical
Systems, vol. 6602, ed. by S.M. Bezrukov (International
Society for Optics and Photonics, SPIE, Bellingham,
2007), pp. 135-146

M. Falcke, Life is change—dynamic modeling quantifies
it. Curr. Opin. Syst. Biol. 3, iv—viii (2017)

M. Falcke, V.N. Friedhoff, The stretch to stray on time:
resonant length of random walks in a transient. Chaos
Interdiscipl. J. Nonlinear Sci. 28(5), 053117 (2018)

M. Falcke, M. Moein, A. Tilunaité, R. Thul, A. Skupin,
On the phase space structure of IP3 induced Ca®* sig-
nalling and concepts for predictive modeling. Chaos
Interdiscipl. J. Nonlinear Sci. 28(4), 045115 (2018)

F. Farkhooi, M.F. Strube-Bloss, M.P. Nawrot, Serial
correlation in neural spike trains: Experimental evi-
dence, stochastic modeling, and single neuron variabil-
ity. Phys. Rev. E. 79, 021905 (2009)

K. Fisch, T. Schwalger, B. Lindner, A. Herz, J. Benda,
Channel noise from both slow adaptation currents and
fast currents is required to explain spike-response vari-
ability in a sensory neuron. J. Neurosci. 32, 17332
(2012)

J.K. Foskett, C. White, K.-H. Cheung, D.-O.D. Mak,
Inositol trisphosphate receptor Ca®" release channels.
Physiol. Rev. 87(2), 593-658 (2007)



Eur. Phys. J. Spec. Top. (2021) 230:2911-2928

44.

45.

46.

47.

48.

49.

50.

51.

52.

53.

54.

55.

56.

57.

58.

59.

60.

61.

62.

N. Fourcaud, N. Brunel, Dynamics of the firing proba-
bility of noisy integrate-and-fire neurons. Neural Com-
put. 14, 2057 (2002)

D. Fraiman, B. Pando, S. Dargan, 1. Parker, S.P. Daw-
son, Analysis of puff dynamics in oocytes: interdepen-
dence of puff amplitude and interpuff interval. Biophys.
J. 90(11), 3897-3907 (2006)
C.W. Gardiner, Handbook
(Springer, Berlin, 1985)
G.L. Gerstein, B. Mandelbrot, Random walk models
for the spike activity of a single neuron. Biophys. J. 4,
41 (1964)

W. Gerstner, W.M. Kistler, R. Naud, L. Paninski,
Neuronal Dynamics from Single Neurons to Networks
and Models of Cognition (Cambridge University Press,
Cambridge, 2014)

E. Gin, M. Falcke, L.E. Wagner, D.I. Yule, J. Sneyd,
A kinetic model of the inositol trisphosphate receptor
based on single-channel data. Biophys. J. 96(10), 4053—
4062 (2009)

E.R. Higgins, H. Schmidle, M. Falcke, Waiting time
distributions for clusters of IP3 receptors. J. Theor.
Biol. 259(2), 338-349 (2009)

A.V. Holden, Models of the Stochastic Activity of Neu-
rones (Springer, Berlin, 1976)

E.M. Izhikevich, Dynamical Systems in Neuroscience:
The Geometry of Excitability and Bursting (The MIT
Press, Cambridge, London, 2007)

M.V. Keebler, C.W. Taylor, Endogenous signalling
pathways and caged ip3 evoke ca’+ puffs at the
same abundant immobile intracellular sites. J. Cell Sci.
130(21), 3728-3739 (2017)

N. Komin, A. Skupin, How to address cellular hetero-
geneity by distribution biology. Curr. Opin. Syst. Biol.
3, 154-160 (2017)

W. Li, J. Llopis, M. Whitney, M. Zlokarnik, R.Y. Tsien,
Cell-permeant caged InsP3 ester shows that Ca* spike
frequency can optimize gene expression. Nature 392,
936-941 (1998)

B. Lindner, A. Longtin, Effect of an exponentially
decaying threshold on the firing statistics of a stochas-
tic integrate-and-fire neuron. J. Theor. Biol. 232, 505
(2005)

B. Lindner, L. Schimansky-Geier, A. Longtin, Maxi-
mizing spike train coherence or incoherence in the leaky
integrate-and-fire model. Phys. Rev. E 66, 031916
(2002)

Y.H. Liu, X.J. Wang, Spike-frequency adaptation of a
generalized leaky integrate-and-fire model neuron. J.
Comput. Neurosci. 10, 25 (2001)

J.T. Lock, K.J. Alzayady, D.I. Yule, I. Parker, All three
IP3 receptor isoforms generate Ca?* puffs that display
similar characteristics. Sci. Signal. 11(561), eaau0344
(2018)

J.T. Lock, 1. Parker, IP3 mediated global Ca®" sig-
nals arise through two temporally and spatially distinct
modes of Ca®" release. eLife 9, 55008 (2020)

L. Lopez, E. Piegari, L. Sigaut, S.P. Dawson, Intracel-
lular calcium signals display an avalanche-like behavior
over multiple lengthscales. Front Physiol. 3, 350 (2012)
J. Marchant, N. Callamaras, I. Parker, Initiation of
IP3-mediated Ca®* waves in Xenopus oocytes. EMBO
J. 18(19), 5285-5299 (1999)

of Stochastic Methods

63.

64.

65.

66.

67.

68.

69.

70.

71.

72.

73.

4.

75.

76.

e

78.

79.

80.

2927

J.S. Marchant, I. Parker, Role of elementary Ca?™ puffs
in generating repetitive Ca?' oscillations. EMBO J.
20(1 & 2), 65-76 (2001)

R. Moreno-Bote, N. Parga, Response of integrate-and-
fire neurons to noisy inputs filtered by synapses with
arbitrary timescales: firing rate and correlations. Neu-
ral Comput. 22, 1528 (2010)

F. Miiller-Hansen, F. Droste, B. Lindner, Statistics of
a neuron model driven by asymmetric colored noise.
Phys. Rev. E 91, 022718 (2015)

A.B. Parekh, Decoding cytosolic Ca?* oscillations.
Trends Biochem. Sci. 36(2), 78-87 (2011)

I. Parker, J. Choi, Y. Yao, Elementary events of InsP3-
induced Ca?* liberation in Xenopus oocytes: hot spots,
puffs and blips. Cell Calcium 20(2), 105-121 (1996)
M. Perc, A.K. Green, C.J. Dixon, M. Marhl, Estab-
lishing the stochastic nature of intracellular calcium
oscillations from experimental data. Biophys. Chem.
132(1), 33-38 (2008)

A. Politi, L.D. Gaspers, A.P. Thomas, T. Hofer, Mod-
els of TIP3 and Ca’®" oscillations: frequency encoding
and identification of underlying feedbacks. Biophys. J.
90(9), 3120-3133 (2006)

M.J.E. Richardson, R. Swarbrick, Firing-rate response
of a neuron receiving excitatory and inhibitory synaptic
shot noise. Phys. Rev. Lett. 105, 178102 (2010)

T.A. Rooney, E.J. Sass, A.P. Thomas, Characterization
of cytosolic calcium oscillations induced by phenyle-
phrine and vasopressin in single fura-2-loaded hepato-
cytes. J. Biol. Chem. 264, 17131-17141 (1989)

C.G. Schipke, A. Heidemann, A. Skupin, O. Peters, M.
Falcke, H. Kettenmann, Temperature and nitric oxide
control spontaneous calcium transients in astrocytes.
Cell Calcium 43(3), 285-295 (2008)

H. Schulman, P.I. Hanson, T. Meyer, Decoding calcium
signals by multifunctional cam kinase. Cell Calcium
13(6-7), 401-411 (1992)

T. Schwalger, F. Droste, B. Lindner, Statistical struc-
ture of neural spiking under non-Poissonian or other
non-white stimulation. J. Comput. Neurosci. 39, 29
(2015)

T. Schwalger, K. Fisch, J. Benda, B. Lindner, How
noisy adaptation of neurons shapes interspike interval
histograms and correlations. PLoS Comput. Biol. 6,
€1001026 (2010)

T. Schwalger, B. Lindner, Patterns of interval correla-
tions in neural oscillators with adaptation. Front. Com-
put. Neurosci. 7, 164 (2013)

N. Sharafi, J. Benda, B. Lindner, Information filtering
by synchronous spikes in a neural population. J. Com-
put. Neurosci. 34, 285 (2013)

L. Shiau, T. Schwalger, B. Lindner, Interspike interval
correlation in a stochastic exponential integrate-and-
fire model with subthreshold and spike-triggered adap-
tation. J. Comput. Neurosci. 38, 589 (2015)

I. Siekmann, L.E. Wagner I, D. Yule, E.J. Crampin, J.
Sneyd, A kinetic model for type i and IT IP3R account-
ing for mode changes. Biophys. J. 103(4), 658-668
(2012)

A. Skupin, M. Falcke, The role of IP3R clustering
in Ca®T signaling. Genome Inform. 20, 15-24 (2008).
(International Conference on Genome Infor-
matics)

@ Springer



2928

81.

82.

83.

84.

85.

86.

87.

88.

89.

90.

91.

92.

93.

94.

95.

A. Skupin, H. Kettenmann, U. Winkler, M. Warten-
berg, H. Sauer, S.C. Tovey, C.W. Taylor, M. Falcke,
How does intracellular Ca®" oscillate: by chance or by
the clock? Biophys. J. 94(6), 240411 (2008)

A. Skupin, M. Falcke, From puffs to global Ca’t sig-
nals: how molecular properties shape global signals.
Chaos 19(3), 037111 (2009)

A. Skupin, H. Kettenmann, M. Falcke, Calcium signals
driven by single channel noise. PLoS Comput. Biol.
6(8), 1000870 (2010)

A. Skupin, M. Falcke, Statistical analysis of calcium
oscillations. Eur. Phys. J. Spec. Top. 187, 231-240
(2010)

L.F. Smith, S.M. Wiltgen, 1. Parker, Localization of puff
sites adjacent to the plasma membrane: functional and
spatial characterization of Ca®" signaling in SH-SY5Y
cells utilizing membrane-permeant caged IP3. Cell Cal-
cium 45, 65-76 (2009)

J. Sneyd, M. Falcke, Models of the inositol trisphos-
phate receptor. Prog. Biophys. Mol. Biol. 89(3), 207—
245 (2005)

J. Sneyd, M. Falcke, J.F. Dufour, C. Fox, A comparison
of three models of the inositol trisphosphate receptor.
Prog. Biophys. Mol. Biol. 85(2-3), 121-140 (2004)

J. Sneyd, J.M. Han, L. Wang, J. Chen, X. Yang, A.
Tanimura, M.J. Sanderson, V. Kirk, D.I. Yule, On the
dynamical structure of calcium oscillations. Proc. Natl.
Acad. Sci. USA 114(7), 1456-1461 (2017)

G. Solovey, D. Fraiman, S.P. Dawson, Mean field
strategies induce unrealistic nonlinearities in calcium
puffs. Front. Physiol. 2, 46 (2011)

M.D. Stern, H. Cheng, Putting out the fire: what termi-
nates calcium-induced calcium release in cardiac mus-
cle? Cell Calcium 35(6), 591-601 (2004). (Cardiac and
smooth muscle excitation and contraction coupling)
R.L. Stratonovich, Topics in the Theory of Random
Noise (Gordon and Breach, New York, 1967)

W. Suhara, M. Kobayashi, H. Sagara, K. Hamadad,
T. Goto, I. Fujimoto, K. Torimitsu, K. Mikoshiba,
Visualization of inositol 1,4,5-trisphosphate receptor by
atomic force microscopy. Neurosci. Lett. 391, 102-107
(2006)

Taufig-Ur-Rahman, A. Skupin, M. Falcke, C.W. Tay-
lor, Clustering of InsP3 receptors by InsP3 retunes their
regulation by InsP3 and Ca®". Nature 458, 655-659
(2009)

C.W. Taylor, Why do hormones stimulate Ca®* mobi-
lization. Biochem. Soc. Trans. 23, 637-642 (1995)
C.W. Taylor, Inositol trisphosphate receptors: Ca?™-
modulated intracellular Ca** channels. Biochimica and
Biophysica Acta 1436, 19-33 (1998)

@ Springer

96

97.

98.

99.

100.

101.

102.

103.

104.

105.

106.

107.

108.

109.

Eur. Phys. J. Spec. Top. (2021) 230:2911-2928

. R. Thul, M. Falcke, Release currents of IP3 receptor
channel clusters and concentration profiles. Biophys.
J. 86, 2660—2673 (2004)

R. Thul, M. Falcke, Stability of membrane bound reac-
tions. Phys. Rev. Lett. 93, 188103 (2004)

K. Thurley, M. Falcke, Derivation of Ca** signals from
puff properties reveals that pathway function is robust
against cell variability but sensitive for control. Proc.
Natl. Acad. Sci. USA 108(1), 427-432 (2011)

K. Thurley, I.LF. Smith, S.C. Tovey, C.W. Taylor, I.
Parker, M. Falcke, Timescales of IPz-evoked Ca?"
spikes emerge from Ca’T puffs only at the cellular level.
Biophys. J. 101(11), 2638-2644 (2011)

K. Thurley, S.C. Tovey, G. Moenke, V.L. Prince, A.
Meena, A.P. Thomas, A. Skupin, C.W. Taylor, M. Fal-
cke, Reliable encoding of stimulus intensities within
random sequences of intracellular Ca®* spikes. Sci. Sig-
nal. 7(331), ra59 (2014)

H.C. Tuckwell, Stochastic Processes in the Neuro-
science (SIAM, Philadelphia, 1989)

H. Vais, M. Wang, K. Mallilankaraman, R. Payne, C.
McKennan, J.T. Lock, L.A. Spruce, C. Fiest, M.Y.
Chan, I. Parker, S.H. Seeholzer, J.K. Foskett, D.-O.D.
Mak, ER-luminal [Ca?"] regulation of InsP3 receptor
gating mediated by an ER-luminal peripheral Ca?"-
binding protein. eLife 9, €53531 (2020)

S. Vellmer, B. Lindner, Theory of spike-train power
spectra for multidimensional integrate-and-fire models.
Phys. Rev. Res. 1, 023024 (2019)

V. Voorsluijs, S.P. Dawson, Y. De Decker, G. Dupont,
Deterministic limit of intracellular calcium spikes.
Phys. Rev. Lett. 122, 088101 (2019)

S. Wieland, D. Bernardi, T. Schwalger, B. Lindner,
Slow fluctuations in recurrent networks of spiking neu-
rons. Phys. Rev. E 92, 040901(R) (2015)

S.M. Wiltgen, G.D. Dickinson, D. Swaminathan, L.
Parker, Termination of calcium puffs and coupled clos-
ings of inositol trisphosphate receptor channels. Cell
Calcium 56(3), 157-168 (2014)

N.M. Woods, K.S. Cuthbertson, P.H. Cobbold, Repet-
itive transient rises in cytoplasmic free calcium in
hormone-stimulated hepatocytes. Nature 319, 600-602
(1986)

Y. Yao, J. Choi, I. Parker, Quantal puffs of intracellu-
lar Ca®" evoked by inositol trisphosphate in Xenopus
oocytes. J. Physiol. 482(3), 533-553 (1995)

M.A. Zaks, X. Sailer, L. Schimansky-Geier, A.B.
Neiman, Noise induced complexity: from subthresh-
old oscillations to spiking in coupled excitable systems.
Chaos Interdiscipl. J. Nonlinear Sci. 15(2), 026117
(2005)



	Models of stochastic Ca2+ spiking
	Established approaches and inspirations from models of neuronal spikes
	1 Introduction
	2 Experimental results defining modelling concepts
	2.1 Puffs are the local dynamics of Ca2+ signalling
	2.1.1 Puff properties
	2.1.2 The dynamic regime of the local dynamics

	2.2 The cellular global dynamics of Ca2+ signalling
	2.2.1 Interspike intervals of global spikes are random
	2.2.2 The relation between average interspike interval and stimulation
	2.2.3 Long time scales from slow global processes and small spike probabilities


	3 Open problems
	4 Modelling concepts from molecular properties to global dynamics including fluctuations and noise
	4.1 IP3R clusters as ensembles of receptors described by the Siekmann model

	5 Spike generation as first passage process with time dependent transition probabilities
	5.1 Linear chain of states
	5.2 Calculating the CV

	6 Similarities and differences to neural spiking
	7 Conclusion
	Author contribution statement
	References
	References





